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Resumen
En este trabajo de fin de Máster estudiamos la reducción coisótropa en geometría
multisimpléctica. Por un lado, damos una interpretación de los campos de mul-
tivectores Hamiltonianos como subvariedades Lagrangianas y demostramos que
una subvariedad 𝑘-coisotrópica induce un subálgebra de Lie en el álgebra de las
(𝑘 − 1)−formas Hamiltonianas. Por otro lado, extenemos el resultado clásico de
geomertía simpléctica de proyección de subvariedades Lagrangianas en la reduc-
ción coisótropa a fibrados de formas, que están dotados de una estructura multi-
simpléctica natural.

Abstract
In this textwe study coisotropic reduction inmultisymplectic geometry. On the one
hand, we give an interpretation of Hamiltonian multivector fields as Lagrangian
submanifolds and prove that 𝑘-coisotropic submanifolds induce a Lie subalgebra in
the algebra of Hamiltonian (𝑘−1)-forms, similar to how coisotropic submanifolds
in symplectic geometry induce a Lie subalgebra under the Poisson bracket. On
the other hand, we extend the classical result of symplectic geometry of projection
of Lagrangian submanifolds in coisotropic reduction to bundles of forms, which
naturally carry a multisymplectic structure.

Keywords
Multisymplectic manifolds, coisotropic submanifolds, Lagrangian submanifolds,
coisotropic reduction, graded Lie algebras.
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Introduction

Multisymplectic geometry is the natural framework in which to formulate classical field theo-
ries, just as symplectic geometry plays that key role in Lagrangian and Hamiltonian mechan-
ics [AM08; BSF88; LR89]. Indeed, the bundles of exterior forms are naturally equipped with
a multisymplectic form, in the same way that for the bundle of 1-forms (i.e. the cotangent
bundle of the manifold) the natural structure is a symplectic form. However, multisymplec-
tic geometry exhibits a much higher degree of complexity, dealing with differential forms of
higher degree. These differences make multisymplectic geometry richer but at the same time
more complicated, and if the holy grail of classical field theories is to seek a full extension of
the results in symplectic mechanics, this task is far from being fully achieved. This paper tries
to cover some aspects that have already been partially dealt with in previous papers [CIL99;
CIL96], thus initiating an ambitious plan that we hope to complete in the coming years.

One of the key aspects of this new approach is not to consider any notion of regularity in
the definition of a multisymplectic form, as is usually done in applications to classical field
theories [Got88; Got91a; Got91b; CIL99; Rom09a; Rom09b; RW19]. This allows us to work
with greater flexibility, recovering regularity as a particular case. Our main objective in this
text is to study the submanifolds of a multisymplectic manifold, in particular the relations
between Lagrangian and coisotropic submanifolds [CIL99; LDS03; SW19]. In doing so, we
prove a coisotropic reduction theorem which generalises the one already known for symplec-
tic geometry. The interest of this reduction lies in the fact that the Lagrangian submanifolds
are the geometric interpretation of the dynamics, and if one of them has a clean intersection
with a coisotropic one, it can be reduced to the quotient of the latter while maintaining the
Lagrangian character (and so, providing a reduced dynamics) [Wei71; AM08]. Very relevant
by-products of these notions and results are the construction of graded brackets and the in-
terpretation of a coisotropic submanifold in terms of these brackets, as well as the study of
currents and conserved quantities [CIL96; FPR03; Bla21] (see also [LMS04; RWZ20]).

Thismaster thesis is structured as follows. In Chapter 1wemotivate the study ofmultisym-
plectic manifolds (the main object of study in this text) through Calculus of Variations. In the
last section of this chapter we study the particular case of Classical Mechanics, and present
the main results that we aim to generalize. Then, in Chapter 2 we develop an abstract the-
ory and introduce the main concepts that are going to be employed in the last chapters. The
main results of this master thesis can be found in Chapter 3 and in Chapter 4, where we give
the interpretation of Hamiltonian multivector fields as Lagrangian submanifolds, and prove
a theorem of coisotropic reduction, respectively. Finally, we have included two appendices,
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explaining in more detail some aspects of Symplectic geometry (Appendix A) and the first Jet
Bundle (Appendix B).
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Chapter 1

Classical Field Theory (Calculus of
Variations)

This Chapter introduces the use of Multisymplectic Geometry in Classical Field Theory (or in
Calculus of Variations). Although not strictly necessary to understand Chapter 2, Chapter 3 or
Chapter 4, we believe that with a brief introduction to the origin of Multisymplectic Geometry
one can grasp better the motivation for the results obtained in this text. Since Chapter 1 has a
very different objective than the rest of this master thesis, the reader will find that the exposi-
tion differs fundamently from the other chapters, focusingmore on themotivation rather than
on details and rigor (which is the focus in the latter chapters). The structure presented is heav-
ily inspired from [BSF88] which, as a side note, has great historial remarks. However, a rather
unusual choice has been made for the exposition, to study Classical Mechanics after Classical
Field Theory. This is not arbitrary, the objective being to have a section where we present the
main results we aim to generalize after the reader has understood the geometric formalism of
Calculus of Variations and just before the beginning of the in-depth study of multisymplectic
manifolds.

The original objective of Multisymplectic Geometry (although not with the modern name)
was to obtain a way of expressing the Euler-Lagrange equations of Calculus of Variations in an
intrinsic manner. This idea goes back to Cartan in his work on Classical Mechanics [Car22],
and was later employed in general Calculus of Variations by himself and De Donder [Car33],
[DeD29]. The presentation we give tries to follow this philosophy and, therefore, we begin
studying Calculus of variations in Section 1.1, where we introduce the notion of jet bundles
(although not in great detail) to have an intrinsic formulation of the variational problem. Since
the intrinsic Euler-Lagrange equations require more machinery, we focus on obtaining the lo-
cal Partial Differential Equations. Obtaining the instrinsic equations is the objective of Sec-
tion 1.2, where we define the Poincaré-Cartan-form and the multisymplectic form of the the-
ory. The Hamiltonian formalism of Calculus of Variations is obtained via the change of vari-
ables 𝑝𝜇𝑖 = 𝜕𝐿

𝜕𝑧𝑖𝜇
, where 𝑝𝜇𝑖 are the conjugate momenta to 𝑧

𝑖
𝜇. This leads to the Hamilton-De

Donder-Weyl equations. The previous coordinate transformation can be interpreted geomet-
rically as a diffeomorphism between two multisymplectic manifolds (under certain regularity
hypotheses), which is called the Legendre transformation, and is studied in Section 1.3. Fi-
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nally, we study the particular case of time-independent Classical Mechanics in Section 1.4,
where we present the symplectic structure on the tangent bundle and the main results that we
are going to generalize in future chapters.

1.1 The Lagrangian Formalism
A field is a section 𝜙 ∶ 𝑋 → 𝑌 of some fibered manifold

𝜋 ∶ 𝑌 → 𝑋,

where 𝑋 is an oriented 𝑛-dimensional manifold. Similar to Classical Mechanics, we will look
for fields that extremize certain functional 𝑆[𝜙]. Tipically, this functional will be of the form

𝑆[𝜙] = ∫
𝑋
ℒ(𝜙),

where ℒ(𝜙) is an 𝑛-form on 𝑋1 (called the Lagrangian density). In this text, we will deal
with first order field theories. More precisely, theories where the Lagrangian depends up to
the first derivate. In fibered coordinates (𝑥𝜇, 𝑦𝑖)

𝜋
,→ (𝑥𝜇), this means

ℒ(𝜙) = 𝐿 (𝑥𝜇, 𝜙𝑖,
𝜕𝜙𝑖

𝜕𝑥𝜇
)𝑑𝑛𝑥,

where we use the notation

𝜙𝑖 = 𝑦𝑖◦𝜙,
𝑑𝑛𝑥 = 𝑑𝑥1 ∧⋯ ∧ 𝑑𝑥𝑛.

If 𝑋 is oriented with a volume form 𝜂, we can canonically define 𝐿𝜂 as the previous function
choosing coordinates such that 𝑑𝑛𝑥 = 𝜂.We will later see that the theory does not depend on
the choice of 𝜂 (in fact, 𝑋 may not even be orientable).

More rigourosly, the Lagrangian density can be seen as a morphism of fibered manifolds

ℒ ∶ 𝐽1𝜋 →
𝑛⋀
𝑋,

where 𝐽1𝜋 denotes the first jet bundle, a manifold in which each point represents a section
up to its first derivatie (for a more detailed explanation see Appendix B). Each set of fibered
coordinates (𝑥𝜇, 𝑦𝑖) induces natural coordinates on 𝐽1𝜋, (𝑥𝜇, 𝑦𝑖, 𝑧𝑖𝜇), where 𝑧𝑖𝜇 represents

𝜕𝑦𝑖

𝜕𝑥𝜇
.

Then, to each section
𝜙 ∶ 𝑋 → 𝑌

1In the case that 𝑋 is not compact, the integral may not be well-defined, but we will take care of this in-
covinience later on.
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there is the corresponding jet lift
𝑗1𝜙 ∶ 𝑋 → 𝐽1𝜋,

asigning to each point 𝑥 ∈ 𝑋 the element 𝑗1𝑥𝜙 representing 𝜙(𝑥) and 𝑑𝑥𝜙. In coordinates, the
jet lift reads

(𝑗1𝜙)∗𝑥𝜇 = 𝑥𝜇;
(𝑗1𝜙)∗𝑦𝑖 = 𝜙𝑖;

(𝑗𝑖𝜙)∗𝑧𝑖𝜇 =
𝜕𝑧𝑖

𝜕𝑥𝜇
.

With this formalism, the action is intrinsically defined as

Figure 1.1: Jet lift, 𝜙 represented up to its first derivative

𝑆[𝜙] = ∫
𝑋
ℒ◦(𝑗1𝜙).

As mentioned, this may be ill-defined. To salvage this, we can look for fields 𝜙 that locally
extremize 𝑆. More particularly, fields which extremize

𝑆𝐷[𝜙] ∶= ∫
𝐷
ℒ◦(𝑗1𝜙),

for each 𝑛-dimensional compact submanifold 𝐷 ⊆ 𝑋, and fixed values on 𝜕𝐷. We can also
write the action depending on a 𝑛-form on 𝐽1𝜋 as

𝑆𝐷[𝜙] = ∫
𝐷
(𝑗1𝜙)∗ℒ̃,

where
ℒ̃(𝑗1𝜙) ∶= 𝜏∗

(
ℒ(𝑗1𝜙)

)
,

and
𝜏 ∶ 𝐽1𝜋 → 𝑋
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is the natural projection. For the sake of symplicity, wewill write ℒ̃ = ℒ.Of course, the 𝑛-form
ℒ has the local expression

ℒ = 𝐿(𝑥𝜇, 𝑦𝑖, 𝑧𝑖𝜇)𝑑𝑛𝑥.

When a volume form 𝜂 is fixed on 𝑋, we can write (identifying 𝜂 with its pull-back to 𝐽1𝜋)

ℒ = 𝐿𝜂𝜂.

Then, 𝐿𝜂 is called the Lagrangian function.

Example 1.1.1. As an example of a possible first order field theory, we have ClassicalMechanics.
Indeed, let

𝑌 ∶= 𝑄 ×ℝ
𝜋
,→ ℝ =∶ 𝑋

be the canonical projection, and 𝜂 ∶= 𝑑𝑡 be the canonical volume form on ℝ. Then, the first jet
bundle can be canonically identified with

𝐽1𝜋 = 𝑇𝑄 ×ℝ.

A Lagrangian density will be a 1-form

ℒ = 𝐿(𝑡, 𝑞, �̇�)𝑑𝑡,

and the correspoding variational problem will be the classical Principle of Least Action, with ac-
tion functional

𝑆[𝑡0,𝑡1][𝛾] = ∫
𝑡1

𝑡0

𝐿(𝑡, 𝛾(𝑡), �̇�(𝑡))𝑑𝑡.

Let us obtain the field equations through the variational principle. A variation of 𝜙 will be
a 1-parameter smooth family of sections 𝜙𝑡 with 𝜙0 = 𝜙, 𝜙𝑡|𝜕𝐷 = 𝜙|𝜕𝐷. The extremal condition
will read

d
d𝑡

|||||||𝑡=0
𝑆𝐷(𝜙𝑡) = 0.

It is easy to see that it is enough to look for variations of the form

𝜙𝑡 = 𝜑𝑡◦𝜙,

where 𝜑𝑡 is the (possibly local) flow of a vertical vector field 𝜉 satisfying

𝜉||||𝜕𝐷 = 0.

We have

0 = d
d𝑡

|||||||𝑡=0
𝑆𝐷(𝜙𝑡) = ∫

𝐷

d
d𝑡

|||||||𝑡=0
(𝑗1(𝜑𝑡◦𝜙))∗ℒ. (1.1)

We can write 𝑗1(𝜑𝑡◦𝜙) in a more convenient way. First, for each fibered manifold morphism

𝜑 ∶ 𝑌 → 𝑌,
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Figure 1.2: A variation and an infinitesimal variation

define the jet lift of 𝜑
𝜑(1) ∶ 𝐽1𝜋 → 𝐽1𝜋

as
(𝜑(1))(𝑗1𝜙) ∶= 𝑗1(𝜑◦𝜙).

Locally,

(𝜑(1))∗𝑥𝜇 = 𝑥𝜇;
(𝜑(1))∗𝑦𝑖 = 𝜑𝑖;

(𝜑(1))∗𝑧𝑖𝜇 =
𝜕𝜑𝑖

𝜕𝑥𝜇
+
𝜕𝜑𝑖

𝜕𝑦𝑗
𝑧𝑗𝜇.

It is easy to see that we have
(𝜙◦𝜓)(1) = 𝜙(1)◦𝜓(1)

and thus, (𝜙𝑡)(1) is the flow of certain vector field, which we denote 𝜉(1) and define to be the jet
lift of 𝜉. If the local expression of 𝜉 is

𝜉 = 𝜉𝑖 𝜕
𝜕𝑦𝑖

,

then the local expression of 𝜉(1) is

𝜉(1) = 𝜉𝑖 𝜕
𝜕𝑦𝑖

+ (
𝜕𝜉𝑖

𝜕𝑥𝜇
+
𝜕𝜉𝑖

𝜕𝑦𝑗
𝑧𝑗𝜇)

𝜕
𝜕𝑧𝑖𝜇

.

Therefore, the extremal condition can be expressed as

0 = ∫
𝐷

d
d𝑡

|||||||𝑡=0
(𝑗1(𝜑𝑡◦𝜙))∗ℒ = ∫

𝐷

d
d𝑡

|||||||𝑡=0
(𝜑(1)𝑡 ◦𝑗1𝜙)∗ℒ = ∫

𝐷
(𝑗1𝜙)∗£𝜉(1)ℒ,
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for every vertical vector field 𝜉 ∈ 𝔛(𝑌) vanishing on 𝜕𝐷. However, this is not a satisfactory
result since we would hope for equations for 𝜙.

Let us perform some calculations in coordinates and obtain the aforementioned field equa-
tions to motivate the construction that leads to the intrinsic version. We have

£𝜉(1)ℒ = 𝜉𝑖 𝜕𝐿
𝜕𝑦𝑖

𝑑𝑛𝑥 + (
𝜕𝜉𝑖

𝜕𝑥𝜇
+
𝜕𝜉𝑖

𝜕𝑦𝑗
𝑧𝑗𝜇)

𝜕𝐿
𝜕𝑧𝑖𝜇

𝑑𝑛𝑥,

and thus (writing the corresponding evaluations),

(𝑗1𝜙)∗£𝜉(1)ℒ = 𝜉𝑖(𝑥𝜇, 𝜙𝑖) 𝜕𝐿
𝜕𝑦𝑖

𝑑𝑛𝑥 + (
𝜕𝜉𝑖

𝜕𝑥𝜇
(𝑥𝜇, 𝜙𝑖) +

𝜕𝜉𝑖

𝜕𝑦𝑗
(𝑥𝜇, 𝜙𝑖)

𝜕𝜙𝑗

𝜕𝑥𝜇
)
𝜕𝐿
𝜕𝑧𝑖𝜇

𝑑𝑛𝑥

= 𝜉𝑖(𝑥𝜇, 𝜙𝑖) 𝜕𝐿
𝜕𝑦𝑖

𝑑𝑛𝑥 + 𝜕
𝜕𝑥𝜇

(
𝜉𝑖(𝑥𝜇, 𝜙𝑖)

) 𝜕𝐿
𝜕𝑧𝑖𝜇

𝑑𝑛𝑥

= 𝜉𝑖 (
𝜕𝐿
𝜕𝑦𝑖

− 𝜕
𝜕𝑥𝜇

(
𝜕𝐿
𝜕𝑧𝑖𝜇

))𝑑𝑛𝑥 +
𝜕
𝜕𝑥𝜇

(𝜉𝑖
𝜕𝐿
𝜕𝑧𝑖𝜇

)𝑑𝑛𝑥,

where in the last equality we have separated the last summand in the second equationwith the
objetive of integrating by parts. Then, integrating (𝑗1𝜙)∗£𝜉(1)ℒ and applying Stokes’ Theorem,
we obtain

0 = ∫
𝐷
(𝑗1𝜙)∗£𝜉(1)ℒ = ∫

𝐷
𝜉𝑖 (

𝜕𝐿
𝜕𝑦𝑖

− 𝜕
𝜕𝑥𝜇

(
𝜕𝐿
𝜕𝑧𝑖𝜇

))𝑑𝑛𝑥 + ∫
𝜕𝐷
𝜉𝑖 𝜕𝐿
𝜕𝑧𝑖𝜇

𝑑𝑛−1𝑥𝜇 (1.2)

= ∫
𝐷
𝜉𝑖 (

𝜕𝐿
𝜕𝑦𝑖

− 𝜕
𝜕𝑥𝜇

(
𝜕𝐿
𝜕𝑧𝑖𝜇

))𝑑𝑛𝑥, (1.3)

where
𝑑𝑛−1𝑥𝜇 ∶= 𝜄 𝜕

𝜕𝑥𝜇
𝑑𝑛𝑥

and in the last equality we have used 𝜉𝑖||||𝜕𝐷 = 0. Since Eq. (1.3) must hold for all possible values
of 𝜉𝑖, we must have

𝜕𝐿
𝜕𝑦𝑖

− 𝜕
𝜕𝑥𝜇

(
𝜕𝐿
𝜕𝑧𝑖𝜇

) = 0,

which are the Euler-Lagrange equations of the theory.

1.2 The Intrinsic Field equations
We can try to mimic the calculation performed in the previous section in an intrinsic way:

£𝜉(1)ℒ = 𝜄𝜉(1)𝑑ℒ + 𝑑𝜄𝜉(1)ℒ,
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and integrating

∫
𝐷
(𝑗1𝜙)∗£𝜉(1)ℒ = ∫

𝐷
(𝑗1𝜙)∗𝜄𝜉(1)𝑑ℒ + ∫

𝐷
(𝑗1𝜙)∗𝑑𝜄𝜉(1)ℒ (1.4)

= ∫
𝐷
(𝑗1𝜙)∗𝜄𝜉(1)𝑑ℒ + ∫

𝜕𝐷
(𝑗1𝜙)∗𝜄𝜉(1)ℒ (1.5)

= ∫
𝐷
(𝑗1𝜙)∗𝜄𝜉(1)𝑑ℒ = 0, (1.6)

for every vertical vector field 𝜉. This, of course, does not imply

(𝑗1𝜙)∗𝜄𝜉(1)𝑑ℒ = 0,

for every vertical vector field 𝜉 ∈ 𝔛(𝑌) (which would be a possible way of expressing the field
equations). A way of obtaining this intrinsic extremal condition would be to have Eq. (1.6) not
only for lifts of vector fields, but for all vector fields. This, however, is simply noy true for ℒ.
Nevertheless, we can try to modify the form ℒ to certain form Θℒ satisfying

(𝑗1𝜙)∗Θℒ = (𝑗1𝜙)∗ℒ,

for all sections 𝜙 and such that 𝜙 is extremal if and only if (notice that Eq. (1.6) would hold
also for Θℒ)

∫
𝐷
(𝑗1𝜙)∗𝜄𝜉𝑑Θℒ = 0,

for all vector fields 𝜉 ∈ 𝔛(𝐽1𝜋). As explained, this would imply

(𝑗1𝜙)∗𝜄𝜉𝑑Θℒ = 0,

for all vector fields 𝜉 ∈ 𝔛(𝐽1𝜋), which would give an intrinsic version of the field equations.

What are the conditions that Θℒ needs to satisfy? We know that the extremal conditions
holds for prolongations of vector fields 𝜉(1) which have the local expression

𝜉(1) = 𝜉𝑖 𝜕
𝜕𝑦𝑖

+ (
𝜕𝜉𝑖

𝜕𝑥𝜇
+
𝜕𝜉𝑖

𝜕𝑦𝑗
𝑧𝑗𝜇)

𝜕
𝜕𝑧𝑖𝜇

Also, notice that 𝑑Θℒ would be an (𝑛 + 1)-form, and, therefore, for vector fields of the form

(𝑗1𝜙)∗𝜉𝑋

the condition holds trivially since (𝑗1𝜙)∗𝜄𝜉𝑑Θℒ = 𝜄𝜉𝑋(𝑗
1𝜙)∗Θℒ = 0. The local expression of

such a vector field would be

𝜉 = 𝜙∗𝜉𝑋 = 𝜉𝜇𝑋 (
𝜕
𝜕𝑥𝜇

+ 𝑧𝑖𝜇
𝜕
𝜕𝑦𝑖

+
𝜕2𝜙𝑖

𝜕𝑥𝜇𝜕𝑥𝜈
𝜕
𝜕𝑧𝑖𝜈

) .
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So, in order to have

∫
𝐷
(𝑗1𝜙)∗𝜄𝜉𝑑Θℒ = 0,

for all vector fields 𝜉 ∈ 𝔛(𝐽1𝜋), we only need to impose it for vector fields generated by

𝜕
𝜕𝑧𝑖𝜇

,

or rather, for vertical vector fields of the (affine, see Appendix B) bundle 𝐽1𝜋 → 𝑌. Of course,
to satisfy this condition it is enough to ask for every vertical vector field 𝜉 to satisfy

(𝑗1𝜙)∗𝑑𝜄𝜉Θℒ = 0,

for every section. Let us recap the conditions for Θℒ ∶

(a) For every section 𝜙 ∶ 𝑋 → 𝑌,

(𝑗1𝜙)∗Θℒ = (𝑗1𝜙)∗ℒ.

(b) For every section 𝜙 ∶ 𝑋 → 𝑌, and every vertical vector field 𝜉 of 𝐽1𝜋 → 𝑌,

(𝑗1𝜙)∗𝑑𝜄𝜉Θℒ = 0.

Fix a volume form 𝜂 on 𝑋 (we will later see that this construction does not depend on this
choice). One possible way of guaranteeing2 (a) is to define

Θℒ ∶= ℒ + 𝛼◦𝑆𝜂,

for certain 1-form 𝛼. Here, 𝑆𝜂 denotes the vertical endomorphism. For our purposes (for more
details, we refer to Appendix B), it only suffies to know that for eachwolume form 𝜂 on𝑋 there
is a canonical 𝑛-form with values in the vertical distribution that has the local expression

𝑆𝜂 = (𝑑𝑦𝑖 − 𝑧𝑖𝜈𝑑𝑥𝜈) ∧ 𝑑𝑛−1𝑥𝜇 ⊗
𝜕
𝜕𝑧𝑖𝜇

,

where 𝜂 = 𝑑𝑛𝑥,ℒ = 𝐿𝜂𝑑𝑛𝑥 = 𝐿𝜂𝜂. If 𝛼 has the local expression

𝛼 = 𝐴𝜇
𝑖 𝑑𝑧

𝑖
𝜇 + 𝐵𝑖𝑑𝑦𝑖 + 𝐶𝜇𝑑𝑥𝜇,

we have
Θℒ = 𝐿𝜂𝑑𝑛𝑥 + 𝐴𝜇

𝑖 (𝑑𝑦
𝑖 − 𝑧𝑖𝜈𝑑𝑥𝜈) ∧ 𝑑𝑛−1𝑥𝜇.

Then, a quick calculation shows that condition (b) is equivalent to

𝜕𝐿𝜂
𝜕𝑧𝑖𝜇

= 𝐴𝑖
𝜇

2𝑆𝜂 satisfies (𝑗1𝜙)∗𝑆𝜂 = 0, for every section 𝜙 ∶ 𝑋 → 𝑌, as one can easily check in coordinates.
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and, therefore, if we define 𝛼 ∶= 𝑑𝐿𝜂, we obtain the desired form

Θℒ = ℒ + (𝑑𝐿𝜂)◦𝑆𝜂.

Notice that if we choose a different volume form, 𝜔 = 𝑓𝜂, for 𝑓 ≠ 0, we have that the new
Lagrangian function is related to the previous one by

𝐿𝜔 =
𝐿𝜂
𝑓
.

This implies
(𝑑𝐿𝜔)◦𝑆𝜔 = (𝑑𝐿𝜂)◦𝑆𝜂

and we conclude that, even though Θℒ is not characterized by the conditions (a) and (b), Θℒ
is a form that satisfies these two, and it is intrinsically defined.

Definition 1.2.1 (Poincaré-Cartan form). Θℒ is called the Poincaré-Cartan form of the the-
ory.

All of this discussion can be summarized by:

Theorem 1.2.1 (Intrinsic Euler-Lagrange equations). Let 𝑌 → 𝑋 be a fibered manifold and
ℒ ∶ 𝐽1𝜋 →

⋀𝑛 𝑋 be a Lagrangian. Define the action

𝑆𝐷[𝜙] ∶= ∫
𝐷
ℒ◦𝑗1𝜙,

for every oriented compact 𝑛-dimensional submanifold 𝐷 ⊆ 𝑋, where the values of the sections
on 𝜕𝐷 are fixed. Then, a section 𝜙 ∶ 𝑋 → 𝑌 extremizes the previous functional for all possible
𝐷 ⊆ 𝑋 if and only if

(𝑗1𝜙)∗𝜄𝜉𝑑Θℒ = 0,

for every vector field 𝜉 ∈ 𝔛(𝐽1𝜋), where

Θℒ = ℒ + (𝑑𝐿𝜂)◦𝑆𝜂,

is the Poincaré-Cartan form of the theory.

Remark 1.2.1. Notice that in Theorem 1.2.1 we did not ask for𝑋 to be orientable and, indeed,
it is not necessary. Since we are interested in extremizing the action locally, we can choose an
orientation for each 𝐷 beforehand (for the sake of integration). Also, since the choice of the
volume form does not change the definition of Θℒ, we can get away with defining it locally.

In coordinates,

Θℒ = 𝐿𝑑𝑛𝑥 + 𝜕𝐿
𝜕𝑧𝑖𝜇

(𝑑𝑦𝑖 − 𝑧𝑖𝜈𝑑𝑧𝜈) ∧ 𝑑𝑛−1𝑥𝜇 (1.7)

= 𝜕𝐿
𝜕𝑧𝑖𝜇

𝑑𝑦𝑖 ∧ 𝑑𝑛−1𝑥𝜇 − (
𝜕𝐿
𝜕𝑧𝑖𝜇

𝑧𝑖𝜇 − 𝐿)𝑑𝑛𝑥. (1.8)

This rather sugestive way of writing Θℒ will be clarified in the following section.
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Definition 1.2.2. Define the multisymplectic form of the theory as

Ωℒ ∶= −𝑑Θℒ.

Locally,

Ωℒ = −𝑑 (
𝜕𝐿
𝜕𝑧𝑖𝜇

) ∧ 𝑑𝑦𝑖 ∧ 𝑑𝑛−1𝑥𝜇 + 𝑑 (
𝜕𝐿
𝜕𝑧𝑖𝜇

𝑧𝑖𝜇 − 𝐿) ∧ 𝑑𝑛𝑥. (1.9)

Example 1.2.1. Following our example with Classical Mechanics, the Poincaré-Cartan form on
𝐽1𝜋 = 𝑇𝑌 ×ℝ has the local expression

Θℒ =
𝜕𝐿
𝜕�̇�𝑖

𝑑𝑞𝑖 − ( 𝜕𝐿
𝜕�̇�𝑖

�̇�𝑖 − 𝐿)𝑑𝑡,

which justifies its name, since in this case it is the classical Poincaré-Cartan form (see [BSF88]).
The multisymplectic form in this case is

Ωℒ = −𝑑 ( 𝜕𝐿
𝜕�̇�𝑖

) ∧ 𝑑𝑞𝑖 + 𝑑 ( 𝜕𝐿
𝜕�̇�𝑖

�̇�𝑖 − 𝐿) ∧ 𝑑𝑡.

For future considerations, it will be useful to generalize the equation of Theorem 1.2.1 to
sections

𝜎 ∶ 𝑋 → 𝐽1𝜋
satisfying

𝜎∗𝜄𝜉Ωℒ = 0, (1.10)
for every vector field 𝜉 ∈ 𝔛(𝐽1𝜋). Eq. (1.10) will be refered as the De Donder equation.

A natural question to ask is whether every solution of De Donder equations is the lift of a
solution of the Euler-Lagrange equations, that is, wether a section 𝜎 ∶ 𝑋 → 𝐽1𝜋 satisfying

𝜎∗𝜄𝜉Ωℒ = 0,

for every vector field 𝜉 on 𝐽1𝜋 necessarily is of the form

𝜎 = 𝑗1𝜙,

for certain section 𝜙 ∶ 𝑋 → 𝑌. This is the case for a particular family of Lagrangian densities:

Definition 1.2.3 (Regular Lagrangian). Let 𝑌 → 𝑋 be a fibered manifold and

ℒ ∶ 𝐽1𝜋 →
𝑛⋀
𝑋

a Lagrangian density. ℒ will be called regular if for some (any) set of coordinates (𝑥𝜇, 𝑦𝑖, 𝑧𝑖𝜇),
the matrix

(
𝜕2𝐿

𝜕𝑧𝑖𝜇𝜕𝑧
𝑗
𝜈

)
(𝑖,𝜇),(𝑗,𝜈)

is non-singular. Here,
ℒ = 𝐿𝑑𝑛𝑥,

for some set of coordinates (𝑥𝜇).
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Proposition 1.2.1. Letℒ be a regular Lagrangian. Then, for every solution of De Donder equa-
tion 𝜎 ∶ 𝑋 → 𝐽1𝜋, there exists an unique section 𝜙 ∶ 𝑋 → 𝑌 such that

𝜎 = 𝑗1𝜙.

Proof. Uniqueness is clear. To prove existence, we will do it in coordinates. Let 𝜎 be a solution
of the De Donder equation with local expression

𝜎∗𝑥𝜇 = 𝑥𝜇;
𝜎∗𝑦𝑖 = 𝜎𝑖;
𝜎∗𝑥𝑖𝜇 = 𝜎𝑖𝜇.

We will conclude the proof once we show that we have

𝜎𝑖𝜇 =
𝜕𝜎𝑖

𝜕𝑥𝜇
.

Let 𝜉 = 𝜕

𝜕𝑧𝑗𝜈
. Then,

𝜄𝜉Ωℒ = − 𝜕2𝐿
𝜕𝑧𝑖𝜇𝜕𝑧

𝑗
𝜈

𝑑𝑦𝑖 ∧ 𝑑𝑛−1𝑥𝜇 + 𝑧𝑖𝜇
𝜕2𝐿

𝜕𝑧𝑖𝜇𝜕𝑧
𝑗
𝜈

𝑑𝑛𝑥.

Since 𝜎∗𝜄𝜉Ωℒ = 0, we must have

0 = 𝜎∗𝜄𝜉Ωℒ = − 𝜕2𝐿
𝜕𝑧𝑖𝜇𝜕𝑧

𝑗
𝜈

𝜕𝜎𝑖

𝜕𝑥𝜇
𝑑𝑛𝑥 + 𝜕2𝐿

𝜕𝑧𝑖𝜇𝜕𝑧
𝑗
𝜈

𝜎𝑖𝜇𝑑𝑛𝑥,

which gives
𝜕2𝐿

𝜕𝑧𝑖𝜇𝜕𝑧
𝑗
𝜈

(𝜎𝑖𝜇 −
𝜕𝜎𝑖

𝜕𝑥𝜇
) = 0,

for every (𝑗, 𝜈). Since ℒ is regular, this implies

𝜎𝑖𝜇 =
𝜕𝜎𝑖

𝜕𝑥𝜇
,

which concludes the proof.

Proposition 1.2.1 implies that, for regular Lagrangians, we can look for solutions defining
a connection on the fibered manifold

𝐽1𝜋 → 𝑋,

or defining a decomposable 𝑛-multivector field transversal to the vertical distribution. Then,
the field 𝜙 ∶ 𝑋 → 𝑌 that extremizes the action would just be the field satisfying

𝜎 = 𝑗1𝜙,

for one integral section 𝜎 ∶ 𝑋 → 𝐽1𝜋 of one of the mentioned objects. We will deal with these
ideas in the next section.
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1.3 The Hamiltonian Formalism
The Hamiltonian formalism is obtained via the Legendre transformation, which is defined
as follows. Notice that the Poincaré-Cartan form

Θℒ =
𝜕𝐿
𝜕𝑧𝑖𝜇

𝑑𝑦𝑖 ∧ 𝑑𝑛−1𝑥𝜇 − (
𝜕𝐿
𝜕𝑧𝑖𝜇

𝑧𝑖𝜇 − 𝐿)𝑑𝑛𝑥

is semi-basic3 in the fibered manifold

𝜋1,0 ∶ 𝐽1𝜋 → 𝑌.

Therefore, to each point 𝑗1𝜙 ∈ 𝐽1𝜋, there corresponds an unique form

Legℒ(𝑗
1𝜙) ∈

𝑛⋀
𝑇∗𝜙(𝑦)𝑌

such that
Θℒ(𝑗1𝜙) = 𝜋∗1,0 Legℒ(𝑗

1𝜙).
Of course, in coordinates,

Legℒ(𝑥
𝜇, 𝑦𝑖, 𝑧𝑖𝜇) =

𝜕𝐿
𝜕𝑧𝑖𝜇

𝑑𝑦𝑖 ∧ 𝑑𝑛−1𝑥𝜇 − (
𝜕𝐿
𝜕𝑧𝑖𝜇

𝑧𝑖𝜇 − 𝐿)𝑑𝑛𝑥.

This is the Legendre transformation

𝐽1𝜋
Legℒ,,,,→

𝑛⋀
𝑌.

Observe that Legℒ(𝑗
1𝜙) vanishes when contracted with two vertical vector fields of 𝑌

𝜋
,→ 𝑋 so,

if we define
𝑛⋀

2

𝑌 = {𝛼𝑦 ∈
𝑛⋀
𝑌 ∶ 𝜄𝜉1∧𝜉2𝛼 = 0, if 𝜋∗𝜉𝑖 = 0} ,

we have

𝐽1𝜋
Legℒ,,,,→

𝑛⋀

2

𝑌.

Given coordinates (𝑥𝜇, 𝑦𝑖, 𝑝, 𝑝𝜇𝑖 ) in
⋀𝑛

2 𝑌 representing the form

𝑝𝑑𝑛𝑥 + 𝑝𝜇𝑖 𝑑𝑦
𝑖 ∧ 𝑑𝑛−1𝑥𝜇,

this map takes the local expression

Leg∗ℒ 𝑥
𝜇 = 𝑥𝜇;

Leg∗ℒ 𝑦
𝑖 = 𝑦𝑖;

Leg∗ℒ 𝑝 = 𝐿 − 𝜕𝐿
𝜕𝑧𝑖𝜇

𝑧𝑖𝜇;

Leg∗ℒ 𝑝
𝜇
𝑖 =

𝜕𝐿
𝜕𝑧𝑖𝜇

.

3That is, 𝜄𝜉Θℒ = 0, for every vertical vector field 𝜉.
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There is a canonical form defined on
⋀𝑛

2 𝑌 (in fact, on
⋀𝑛 𝑌).

Definition 1.3.1. For 𝛼 ∈
⋀𝑘

2 𝑌 define the Louville form as

Θ𝑌
||||𝛼(𝑣1,… , 𝑣𝑛) ∶= 𝛼(𝜏∗𝑣1,… , 𝜏∗𝑣𝑛),

where 𝜏 ∶
⋀𝑛

2 𝑌 → 𝑌 is the natural proyection. Finally, define the canonicalmultisymplec-
tic form as

Ω𝑌 ∶= −𝑑Θ𝑌.

In coordinates,
Θ = 𝑝𝑑𝑛𝑥 + 𝑝𝜇𝑖 𝑑𝑦

𝑖 ∧ 𝑑𝑛−1𝑥𝜇,

Ω𝑌 = −𝑑𝑝 ∧ 𝑑𝑛𝑥 − 𝑑𝑝𝜇𝑖 ∧ 𝑑
𝑛−1𝑥𝜇.

And, clearly, we have

Proposition 1.3.1. The Legendre transformation satisfies

Leg∗ℒΘ𝑌 = Θℒ, Leg
∗
ℒΩ𝑌 = Ωℒ.

The presentation we have chosen in the text in not the usual. The standard way of defining
the Poincaré Cartan form Θℒ and the multisymplectic form Ωℒ is through Proposition 1.3.1
with the following definition of Legℒ which, in our case, needs to be proved.

The jet bundle 𝐽1𝜋 of the fibered manifold 𝜋 ∶ 𝑌 → 𝑋 defines an affine bundle over 𝑌
modeled by the vector bundle (esentially, modelled by linear maps 𝑇𝜋(𝑦)𝑋 → ker𝑑𝑦𝜋 ⊆ 𝑇𝑌𝑌)

𝜋∗ (𝑇∗𝑋)⊗ ker𝑑𝜋 → 𝑌.

Then, one defines the Legendre transformation as a map from 𝐽1𝜋 to its “dual”

𝐽1𝜋 Aff (𝐽1𝜋, 𝜋∗
(⋀𝑛 𝑋

)
)

L̃egℒ .

AlthoughAff (𝐽1𝜋, 𝜋∗
(⋀𝑛 𝑋

)
) and

⋀𝑛
2 𝑌 are not technically the samemanifold, they are canon-

ically diffeomorphic by the map that assigns to each form 𝛼 ∈
⋀𝑛

2 𝑌, the affine map

𝑗1𝜙 ↦ (𝑗1𝜙)∗𝛼.

Then, we have the following alternative definition

Proposition 1.3.2. Under the above identifaction (that is, interpreting each form Legℒ(𝑗
1𝜙) as

an affine map), we have that, for 𝑗1𝜙, 𝑗1𝜓 in the same fiber of 𝐽1𝜋 → 𝑌,

⟨Legℒ(𝑗
1𝜙), 𝑗1𝜓⟩ = ℒ + d

d𝑡

|||||||𝑡=0

(
ℒ(𝑗1𝜙 + 𝑡(𝑗1𝜓 − 𝑗1𝜙))

)
4.

4We are making abuse of notation here, notice that 𝐽1𝑦𝜋 (some fiber of 𝐽1𝜋 → 𝑌) is an affine space and,
therefore, 𝑗1𝜓 − 𝑗1𝜙 can be thought as a vector, which we can multiply by any scalar 𝑡, and then add to 𝑗1𝜙 to
obtain another point in 𝐽1𝜋.

15



Proof. Wewill prove it locally. Indeed, defining onAff (𝐽1𝜋, 𝜋∗
(⋀𝑛 𝑋

)
) coordintes (𝑥𝜇, 𝑦𝑖, 𝑝, 𝑝𝜇𝑖 )

representing the affine map
𝑤𝑖
𝜇 ↦ (𝑝 + 𝑝𝜇𝑖 𝑤

𝑖
𝜇)𝑑𝑛𝑥,

the local expression of the identification with
⋀𝑛

2 𝑌 is the identity. Now, we have

𝐿𝑑𝑛𝑥 + d
d𝑡

|||||||𝑡=0
𝐿(𝑧𝑖𝜇 + 𝑡(𝑤𝑖

𝜇 − 𝑧𝑖𝜇))𝑑𝑛𝑥 = 𝐿𝑑𝑛𝑥 + 𝜕𝐿
𝜕𝑧𝑖𝜇

(𝑤𝑖
𝜇 − 𝑧𝑖𝜇)𝑑𝑛𝑥,

which in coordinates is the map represented by (𝑥𝜇, 𝑦𝑖, 𝑝 = 𝐿 − 𝜕𝐿

𝜕𝑧𝑖𝜇
𝑧𝑖𝜇, 𝑝

𝜇
𝑖 = 𝜕𝐿

𝜕𝑧𝑖𝜇
), which is

exactly the Legendre transformation.

The best possible scenario for a Legendre transformation would be to have a perfect bridge
(or rather, a diffeomorphism) between the Lagrangian and Hamiltonian formulation. How-
ever, with our definition of Legℒ this is not possible, since

dim
𝑛⋀

2

𝑌 = dim 𝐽1𝜋 + 1 > dim 𝐽1𝜋.

To salvage this, we can “ignore” the 𝑝 coordinate to obtain a transformation

(𝑥𝜇, 𝑦𝑖, 𝑧𝑖𝜇)↦ (𝑥𝜇, 𝑦𝑖, 𝜕𝐿
𝜕𝑧𝑖𝜇

),

which could deffine a diffeomorpishm. Intrinsically, this corresponds to quotienting

𝑛⋀

2

𝑌
/ 𝑛⋀

1

𝑌,

where
⋀𝑛

1 𝑌 is the space of all semi-basic forms on the fibered manifold 𝜋 ∶ 𝑌 → 𝑋 (taking
into account the identification with the affine maps, semi-basic forms are the constant affine
maps).

Definition 1.3.2 (Reduced Legendre transformation). The reduced Legendre transformation
is the unique map that closes the following diagram

𝐽1𝜋
⋀𝑛

2 𝑌

⋀𝑛
2 𝑌

/⋀𝑛
1 𝑌

Legℒ

𝑙𝑒𝑔ℒ

.

If we define

(𝐽1)∗𝜋 ∶=
𝑛⋀

2

𝑌
/ 𝑛⋀

1

𝑌,
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then, the reduced Legendre transformation is a map

𝐽1𝜋
𝑙𝑒𝑔ℒ,,,→ (𝐽1)∗𝜋,

which in coordinates reads

(𝑙𝑒𝑔ℒ)
∗𝑥𝜇 = 𝑥𝜇;

(𝑙𝑒𝑔ℒ)
∗𝑦𝑖 = 𝑦𝑖;

(𝑙𝑒𝑔ℒ)
∗𝑝𝜇𝑖 =

𝜕𝐿
𝜕𝑧𝑖𝜇

.

This coordinate expression implies the following:

Proposition 1.3.3. The reduced Legendre transformation 𝑙𝑒𝑔ℒ defines a local diffeomorphism
if and only if ℒ is a regular Lagrangian.

Definition 1.3.3. When the reduced Legendre transformation defines a global diffeomor-
phism, ℒ is called a hyper-regular Lagrangian.

There are several reasons to use
⋀𝑛

2 𝑌 over (𝐽1)∗𝜋, and viceversa. The main advantage of
(𝐽1)∗𝜋 is the one already mentioned, we have the possibility of a perfect correspondence be-
tween the Lagrangian andHamiltonian formalism, whichwill bemade explicit in the theorem
below. However, there is an important drawback, (𝐽1)∗𝜋 does not carry a canonical multisym-
plectic structure, unlike

⋀𝑛
2 𝑌. So, to define the forms that intrinsically characterize the fields

we are looking form, we need a section

𝒽 ∶ (𝐽1)∗𝜋 →
𝑛⋀

2

𝑌5,

in order to define

Θ𝒽 ∶= 𝒽∗Θ𝑌;
Ω𝒽 ∶= 𝒽∗Ω𝑌.

The local expression of the Hamiltonian section 𝒽 = Legℒ ◦(𝑙𝑒𝑔ℒ)
−1 in canonical coordi-

nates (𝑥𝜇, 𝑦𝑖, 𝑝, 𝑝𝜇𝑖 ) is

𝒽∗𝑥𝜇 = 𝑥𝜇;
𝒽∗𝑦𝑖 = 𝑦𝑖;

𝒽∗𝑝 = 𝐿 − 𝜕𝐿
𝜕𝑧𝑖𝜇

𝑧𝑖𝜇 =∶ −ℋ;

𝒽∗𝑝𝜇𝑖 = 𝑝𝜇𝑖 .

5which generally is going to be 𝒽 = Legℒ ◦(𝑙𝑒𝑔ℒ)
−1, for some hyper-regular Lagrangian ℒ
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So, locally,

Θ𝒽 = −ℋ𝑑𝑛𝑥 + 𝑝𝜇𝑖 𝑑𝑦
𝑖 ∧ 𝑑𝑛−1𝑥𝜇,

Ω𝒽 = 𝑑ℋ ∧ 𝑑𝑛𝑥 − 𝑑𝑝𝜇𝑖 ∧ 𝑑𝑦
𝑖 ∧ 𝑑𝑛−1𝑥𝜇,

which justifies the writing of Ωℒ in Eq. (1.8).

Going back to correspondence we have anticipated, the theory developed so far can be
neatly summarized in the following theorem

Theorem1.3.1 (Correspondence Theorem between Lagrangian andHamiltonian formalism).
Let 𝜋 ∶ 𝑌 → 𝑋 be a fibered manifold and ℒ ∶ 𝐽1𝜋 →

⋀𝑛 𝑋 be a hyper-regular Lagrangian.
Define

𝑆𝐷[𝜙] ∶= ∫
𝐷
ℒ◦𝑗1𝜙,

for every compact oriented 𝑛-dimensional submanifold of𝑋 and every section 𝜙 ∶ 𝑋 → 𝑌. Then,
for a section 𝜙 ∶ 𝑋 → 𝑌, the following are equivalent

(a) 𝜙 extremizes 𝑆𝐷, for every compact 𝑛-dimensional submanifold 𝐷 ⊆ 𝑋;

(b) For every vector field 𝜉 ∈ 𝔛(𝐽1𝜋),

(𝑗1𝜙)∗𝜄𝜉Ωℒ = 0;

(c) 𝜙 = 𝜋1,0◦𝜎, for an unique section 𝜙 ∶ 𝑋 → 𝐽1𝜋 satisfying

𝜎∗𝜄𝜉Ωℒ = 0,

for every vector field 𝜉 ∈ 𝔛(𝐽1𝜋), where 𝜋1,0 ∶ 𝐽1𝜋 → 𝑌 is the natural projection;

(d) 𝜙 = 𝜏◦𝜓, for an unique section
𝜓 ∶ 𝑋 → (𝐽1)∗𝜋

satisfying
𝜓∗𝜄𝜉Ω𝒽 = 0,

for every vector field 𝜉 ∈ 𝔛((𝐽1)∗𝜋), where 𝒽 ∶= Legℒ ◦(𝑙𝑒𝑔ℒ)
−1 and 𝜏 ∶ (𝐽1)∗𝜋 → 𝑌 is

the natural projection.
⋀𝑛

2 𝑌

𝐽1𝜋 (𝐽1)∗𝜋

𝑌

𝑋

Legℒ

𝑙𝑒𝑔ℒ
𝜋1,0

𝒽

𝜏

𝜋
𝑗1𝜙 𝜓

𝜙
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Locally, the differential equations that a section

𝜓 ∶ 𝑋 → (𝐽1)∗𝜋

needs to satisfy in order to extremize the action functional are the Hamilton-De Donder-Weyl
equations

𝜕𝜓𝑖

𝜕𝑥𝜇
= 𝜕ℋ
𝜕𝑝𝜇𝑖

;

∑

𝜇

𝜕𝜓𝜇𝑖
𝜕𝑥𝜇

= −𝜕ℋ
𝜕𝑦𝑖

,

where
ℋ = 𝜕𝐿

𝜕𝑧𝑖𝜇
𝑧𝑖𝜇 − 𝐿

is theHamiltonian.

Now, as we have already mentioned, it might be interesting to work with
⋀𝑛

2 𝑌 instead of
working with (𝐽1)∗𝜋. Then, the following question arises:

Can we prove a result similar to Theorem 1.3.1 in
𝑛⋀

2

𝑌?

Fortunately, the answer is yes, and to prove it we are going to identify solutions as integral
sections of descomposable multivector fields (which will be called Hamiltonian multivector
fields).

Let us first study how to give a different notion of solution on (𝐽1)∗𝜋 (or on 𝐽1𝜋). Given an
𝑛-dimensional distribution ∆ transverse to the fibers of

(𝐽1)∗𝜋 → 𝑋,

a section
𝜓 ∶ 𝑋 → (𝐽1)∗𝜋

is called an integral section of ∆ if

𝜓∗𝑇𝑥𝑋 = ∆𝜓(𝑥),

for all 𝑥 ∈ 𝑋. One possible way of defining such a distribution would be via a locally decom-
posable multivector field of order 𝑛,

𝑈 = 𝑋1 ∧⋯ ∧ 𝑋𝑛,

where 𝑋𝑖 is a vector field locally defined, representing the distribution

∆ = ⟨𝑋1,… , 𝑋𝑛⟩.
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Then, by Theorem 1.3.1, it is clear that (for integrable ∆), every section defines a critical point
of the variational problem if and only if

𝜄𝑈Ω𝒽 = 0.

Notice that 𝑈 and 𝑓𝑈 represent the same distribution and the extremal condition does not
depend on 𝑓, for any nowhere vanishing 𝑓 ∈ 𝐶∞((𝐽1)∗𝜋).

Now, a section which, for the sake of simplicity, we can think of it arising from an hyper-
regular Lagrangian,

𝒽 ∶ (𝐽1)∗𝜋 →
𝑛⋀

2

𝑌

can be identified as a level set of some (which can be chosen in a canonical way, see [RW19])
function

𝐻 ∶
𝑛⋀

2

𝑌 → ℝ.

Then, a multivector field𝑈 on (𝐽1)∗𝜋 defines a solution for the variational problem if and only
if

𝜄𝑈Ω𝒽 = 0,
or rather, if and only if

𝜄𝒽∗𝑈Ω𝑌 = 0
on the corresponding level set of𝐻. This implies (whenever 𝒽∗𝑈 is defined)

𝜄ℎ∗𝑈Ω𝑌 = 𝛼 𝑑𝐻,

for certain function 𝛼. Since 𝑈 is defined up to multiplications by constants, we can modify
(ignoring some technical issues, because we could have 𝛼 = 0) so that

𝜄𝑈Ω𝑌 = 𝑑𝐻.

Extending this notion to
⋀𝑛

2 𝑌, we get the following definition, which will be one of the main
objets we will study in the following chapters.

Definition 1.3.4 (Hamiltonian 𝑛-multivector field). A 𝑛-multivector field𝑈 on
⋀𝑛

2 𝑌 is called
Hamiltonian if

𝜄𝑈Ω𝑌 = 𝑑𝐻,
for certain funtion𝐻 on

⋀𝑛
2 𝑌.

1.4 Time-independent Classical Mechanics and symplec-
tic geometry

As we have seen, Classical Mechanics can be interpreted as a Classical Field Theory with the
bundle

𝑄 ×ℝ
𝜋
,→ ℝ,

20



where 𝑄 is the configuration manifold. With the canonical volume form 𝜂 = 𝑑𝑡 on ℝ, a La-
grangian density

ℒ ∶ 𝐽1𝜋 = 𝑇𝑄 ×ℝ→ 𝑇∗ℝ

is characterized by theLagrangian function 𝐿 ∶ 𝑇𝑄×ℝ→ ℝ.Aswe proved, critical sections
(or curves)

𝛾 ∶ ℝ→ 𝑄 ×ℝ

are characterized by
𝜄�̇�Ωℒ = 0,

where
Ωℒ = −𝑑 ( 𝜕𝐿

𝜕�̇�𝑖
) ∧ 𝑑𝑞𝑖 + 𝑑 ( 𝜕𝐿

𝜕�̇�𝑖
�̇�𝑖 − 𝐿) ∧ 𝑑𝑡.

In the case that 𝐿 is time-independent, that is, when it can be identified as a function

𝐿 ∶ 𝑇𝑄 → ℝ,

it is natural to try to rewrite the extremal condition of a section

𝛾(𝑡) = (𝛼(𝑡), 𝑡)

in terms of 𝛼. Since
𝑗1𝛾 = (𝛼, �̇�, 𝑡),

we have
d
d𝑡
𝑗1𝛾 = �̈� + 𝜕

𝜕𝑡
.

Therefore, 𝛼 defines an extremal if and only if

0 = 𝜄 ̇𝑗1𝛾Ωℒ = 𝜄�̈� (−𝑑 (
𝜕𝐿
𝜕�̇�𝑖

) ∧ 𝑑𝑞𝑖) + 𝑑 ( 𝜕𝐿
𝜕�̇�𝑖

�̇�𝑖 − 𝐿) ⋅ �̈�𝑑𝑡 − 𝑑 ( 𝜕𝐿
𝜕�̇�𝑖

�̇�𝑖 − 𝐿) .

This equation can be splitted in two

𝜄�̈� (−𝑑 (
𝜕𝐿
𝜕�̇�𝑖

) ∧ 𝑑𝑞𝑖) = 𝑑 ( 𝜕𝐿
𝜕�̇�𝑖

�̇�𝑖 − 𝐿) ; (1.11)

d
d𝑡
( 𝜕𝐿
𝜕�̇�𝑖

�̇�𝑖 − 𝐿) = 0 (1.12)

so, defining the symplectic form

𝜔𝐿 ∶= −𝑑 ( 𝜕𝐿
𝜕�̇�𝑖

) ∧ 𝑑𝑞𝑖,

a curve 𝛼 ∶ ℝ→ 𝑄 is an extremizer of the action if and only if

𝜄�̈�𝜔𝐿 = 𝑑𝐸, (1.13)

where 𝐸 is the classical Energy

𝐸 = 𝜕𝐿
𝜕�̇�𝑖

�̇�𝑖 − 𝐿.
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Notice that Eq. (1.12) implies that 𝐸 is constant along the solutions. When 𝐿 is regular (recall

that thismeans that thematrix ( 𝜕2𝐿

𝜕�̇�𝑖𝜕�̇�𝑗
)
𝑖𝑗
is non-degenerate), then (𝑇𝑄, 𝜔𝐿) defines a symplectic

manifold, that is,
𝜄𝑣𝜔𝐿 = 0

if and only if 𝑣 = 0. Similar to how the multisymplectic structure on 𝐽1𝜋 can be obtained via
the Legendre transformation, we can obtain the symplectic structure on 𝑇𝐿 as well through
the map

𝔽𝐿 ∶ 𝑇𝑄 → 𝑇∗𝑄, �̇�𝑖 ↦ 𝜕𝐿
𝜕�̇�𝑖

and the canonical symplectic form on 𝑇∗𝑄. The discussion so far implies that we can identify
a time-independent Clasiscal Mechanical System with a symplectic manifold:

Definition 1.4.1 (symplectic manifold). A symplectic manifold is a pair (𝑀,𝜔), where 𝑀
is a 2𝑛-dimensional manifold and 𝜔 is a closed, non-degenerate, 2-form.

Example 1.4.1. Fixed a configurationmanifold𝑄, its cotangent bundle 𝑇∗𝑄 admits a canonical
symplectic structure defined as follows. First, define the Liouville 1-form 𝜆 by

𝜆𝑄|𝛼(𝑣) ∶= 𝛼(𝜋∗𝑣),

for 𝛼 ∈ 𝑇∗𝑄, 𝑣 ∈ 𝑇𝛼𝑇∗𝑄. Then,
𝜔𝑄 ∶= −𝑑𝜆𝑄

defines a symplectic structure on 𝑄. The sympelctic form 𝜔𝑄 is the unique form satisfying

𝛼∗𝜔𝑄 = −𝑑𝛼,

for every 1-form 𝛼 ∶ 𝑄 → 𝑇∗𝑄.

We will now shift the focus to state the main theorems that we are going to generalize in
the remaining of the text for multisymplectic manifolds. First, we need some notions of sym-
plectic geometry.

Eq. (1.13) induces the following definition

Definition 1.4.2 (Hamiltonian, locally Hamiltonian vector field). Let (𝑀,𝜔) be a symplectic
manifold and𝐻 ∈ 𝐶∞(𝑀) be a function, which will be called aHamiltonian. TheHamilto-
nian vector field associated to𝐻 is the unique vector field 𝑋𝐻 satisfying

𝜄𝑋𝐻𝜔 = 𝑑𝐻.

A vector field 𝑋 ∈ 𝔛(𝑀) will be called locally Hamiltonian if 𝜄𝑋𝐻𝜔 is closed (opposed to
exact, in the previous case).

Then, dynamics correspond to Hamiltonian vector fields for some𝐻, the energy. The first
result allows us to give a different interpretation of dynamics. More precisely, we will give an
interpretation of (locally) Hamiltonian vector fields as Lagrangian submanifolds:

22



Definition 1.4.3 (Isotropic, Lagrangian submanifold). Let (𝑀,𝜔) be a symplectic manifold
of dimension 2𝑛. Then a submanifold 𝑖 ∶ 𝑁 ↪ 𝑀 is called isotropic if 𝑖∗𝜔 = 0. If a sub-
manifold is isotropic, necessarily dim𝑁 ≤ 𝑛. Then, a Lagrangian submanifold is an isotropic
submanifold 𝑁 of maximal dimension 𝑛.

Thefirst observationweneed tomake is thatwe can endow𝑇𝑀with a symplectic structure.
Indeed, the symplectic form 𝜔 yields a diffeomorphism induced by contraction

𝑇𝑀
♭
,→ 𝑇∗𝑀; 𝑣 ↦ 𝜄𝑣𝜔.

Then, we can define a canonical symplectic form on 𝑇𝑀 by

𝜔𝑀 ∶= ♭∗𝜔𝑀,

where 𝜔𝑀 is the canonical symplectic form on 𝑇∗𝑀.We have the following result:

Proposition 1.4.1. A vector field 𝑋 ∶ 𝑀 → 𝑇𝑀 is locally Hamiltonian if and only if it defines a
Lagrangian submanifold in (𝑇𝑀,𝜔𝑀).

Proof. Indeed,
𝑋∗𝜔𝑀 = −𝑑𝜄𝑋𝜔,

which yields the result.

The last one of the results has to do with coisotropic submanifolds. The main reason to
consider this kind of submanifolds was observed by Dirac in [Dir58], where he presented his
theory of constraints. We now present a (very) brief summary of the main ideas. Given a
Lagrangian

𝐿 ∶ 𝑇𝑄 → ℝ

characterizing some Classical Mechanical system, if we aim to quantize it6, the natural way
is going to the Hamiltonian formalism via the Legendre transformation 𝔽𝐿 ∶ 𝑇𝑄 → 𝑇∗𝑄
and performing canonical quantization. If our original Lagrangian is regular, this procedure
works fine (at least, fine until quantizing) but, in any other scenario, we get a submanifold of
constraints

𝔽𝐿(𝑇𝑄) ⊆ 𝑇∗𝑄.

Then, a quantization procedure would have to incorporate this set of constraints as a subspace
of theHilbert space corresponding to𝑄. Now, quantizing does not only assigns aHilbert space,
but (ideally) a Hermitian operator to each observable 𝑓 ∈ 𝐶∞(𝑇∗𝑄). This map, which we will
denote by 𝑓 ↦ 𝑓, should satisfy the fundamental equality

[𝑓, �̂�] = 𝑖ℏ{̂𝑓, 𝑔},

where {𝑓, 𝑔} denotes the Poisson bracket, defined as

{𝑓, 𝑔} ∶= 𝜔𝑄(𝑋𝑓, 𝑋𝑔).

6that is, assigining to it a Hilbert space and a Hamiltonian Hermitian operator �̂�
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What Dirac proposed was that in order to quantize the constraints, if a function 𝑓 was con-
stant in 𝔽𝐿(𝑇𝑄), then the corresponding operator 𝑓 should be a multiple of the identity when
restricted to the subspace corresponding to 𝔽𝐿(𝑇𝑄). This, of course, would imply

[𝑓, �̂�] = 0,

for any functions 𝑓, 𝑔 ∈ 𝐶∞(𝑇∗𝑄) which are constant on 𝔽𝐿(𝑇𝑄). So, Dirac proposed that the
correct constraints to quantize are the ones satisfying

{𝑓, 𝑔} = 0,

for any functions constant on the submanifold.

Definition 1.4.4 (Coisotropic submanifold). Let (𝑀,𝜔) be a symplectic manifold. Then, a
coisotropic submanifold 𝑖 ∶ 𝑁 ↪ 𝑀 is called coisotropic if for any functions 𝑓, 𝑔 ∈ 𝐶∞(𝑀)
which are constant on 𝑁, {𝑓, 𝑔} = 0 on 𝑁.

This is not the usual definition. However, its is equivalent to the one usually given which
is in terms of symplectic algebra.

Proposition 1.4.2. 𝑁 is coisotropic if and only if it satisfies

(𝑇𝑞𝑁)⟂ ⊆ 𝑇𝑞𝑁,

for each 𝑞 ∈ 𝑁, where

(𝑇𝑞𝑁)⟂ = {𝑣 ∈ 𝑇𝑞𝑁; 𝜔𝑞(𝑣, 𝑤) = 0,∀𝑤 ∈ 𝑇𝑞𝑁}.

As an immediate observation, a coisotropic submanifold necessarily satisfies dim𝑁 ≥ 𝑛.

Now that we have understood the meaning of coisotropic submanifolds, let us end this
chapter stating the main result regarding them, and the one that we will generalize (the proof
will be given later on).

Theorem 1.4.1 (Coisotropic reduction in symplectic geometry). Let (𝑀,𝜔) be a symplectic
manifold, 𝑖 ∶ 𝑁 ↪ 𝑀 be a coisotropic submanifold, and 𝑗 ∶ 𝐿 ↪ 𝑀 be a Lagrangian submani-
fold that has clean intersection with𝑁. Then, 𝑇𝑁⟂ is an integrable distribution and determines a
foliation ℱ of maximal integral leaves. Suppose that the quotient space 𝑁∕ℱ admits an smooth
manifold structure such that the canonical projection

𝜋 ∶ 𝑁 → 𝑁∕ℱ

defines a submersion. Then there exists an unique symplectic form on𝑁∕ℱ, 𝜔𝑁 compatible with
𝜔 in the following sense

𝜋∗𝜔𝑁 = 𝑖∗𝜔.

Furthermore, if 𝜋(𝑁 ∩ 𝐿) is a submanifold, it is Lagrangian in (𝑁∕ℱ, 𝜔𝑁).

For the usual definitions and the proofs of their equivalences to the ones given in this sec-
tion, see Appendix A.
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Chapter 2

Multisymplectic geometry

In Chapter 1, we saw that the solutions to a variational problem can be studied geometrically
with several structures (𝐽1𝜋,Ωℒ), ((𝐽1)∗𝜋,Ω𝒽), or (

⋀𝑛
2 𝑌,Ω𝑌). In this chapter we generalize

this idea to a manifold together with a closed form (𝑀,𝜔) (even though the forms defined on
te previous spaces are exact, most results only use closedness since they are of local nature).

We begin the study of these kind of structures in Section 2.1 by linearizing the problem to
a vector space together with a form (𝑉,𝜔), where we give the main examples and characterize
them. Later, in Section 2.2, we study the main examples of multisymplectic manifolds and we
state a Darboux Theorem for them1.

2.1 Multisymplectic vector spaces
Definition 2.1.1 (Multisymplectic vector space). Amultisymplectic vector space of order
𝑘 is a pair (𝑉,𝜔), where 𝜔 ∈

⋀𝑘+1𝑉∗. The multisymplectic vector space and the form will be
called non-singular or regular if the map given by contraction

𝑉
♭1,→

𝑘⋀
𝑉; 𝑣 ↦ 𝜄𝑣𝜔

defines a monomorphism, that is, 𝜄𝑣𝜔 = 0 if and only if 𝑣 = 0.

Observation 2.1.1. This terminology is not standard. In the literature, an arbitrary form
𝜔 ∈

⋀𝑘 𝑉∗ is usually called pre-multisymplectic, but we choose this terminology for the sake
of simplicity. We prefer this general aproach because in Chapter 3, “singular” multisymplec-
tic manifolds (what we simply call multisymplectic) appear naturally. Nevertheless, all the
definitions given in the text coincide with the usual definitions when 𝜔 is non-degenerate.

The isomorphism of multisymplectic vector spaces is given by the following definition.

Definition 2.1.2 (Multisymplectomorphism). Let (𝑉1, 𝜔1), (𝑉2, 𝜔2) be multisymplectic vector
spaces. Amultisymplectomorphism between (𝑉1, 𝜔1) and (𝑉2, 𝜔2) is a linear isomorphism

𝑓 ∶ 𝑉1 → 𝑉2

1This meaning a local characterization of this type of manifolds
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satisfying
𝑓∗𝜔2 = 𝜔1.

Example 2.1.1. Let 𝐿 be a vector space and take 𝑉 ∶= 𝐿 ⊕
⋀𝑘 𝐿 with 𝑘 ≤ dim𝑉. Define the

(𝑘 + 1)-form

Ω𝐿((𝑣1, 𝛼1),… , (𝑣𝑘+1, 𝛼𝑘+1)) ∶=
𝑘+1∑

𝑗=1

𝛼𝑗(𝑣1,… , 𝑣𝑗,… , 𝑣𝑘+1),

where 𝑣𝑗 means that the 𝑗th-vector is missing. Then, Ω𝐿 is a regular multisymplectic form and,
thus, (𝑉,Ω𝐿) is a regular multisymplectic vector space.

Similar to the notion of orthogonal in symplectic vector spaces, we can define a (now in-
dexed) version in multisymplectic vector spaces.

Definition 2.1.3 (Multisymplectic orthogonal). Let (𝑉,𝜔) be a multisymplectic vector space
of order 𝑘, 𝑊 ⊆ 𝑉 be a subspace and 1 ≤ 𝑗 ≤ 𝑘. Define the 𝑗th-orthogonal to 𝑊 as the
subspace

𝑊⟂,𝑗 = {𝑣 ∈ 𝑉 ∶ 𝜄𝑣∧𝑤1∧⋯∧𝑤𝑗𝜔 = 0,∀𝑤1,… , 𝑤𝑗 ∈𝑊}.

It can be easily proved that the 𝑗th-orthogonal satisfies the following properties:

Proposition 2.1.1. Let (𝑉,𝜔) be a multisymplectic vector space of order 𝑘. Then,

a) {0}⟂,𝑗 = 𝑉 for all 1 ≤ 𝑗 ≤ 𝑘;

b) 𝑉⟂,1 = ker ♭1;

c) (𝑊1 +𝑊2)⟂,𝑗 ⊆ 𝑊⟂,𝑗
1 ∩𝑊⟂,𝑗

2 , for all 1 ≤ 𝑗 ≤ 𝑘,𝑊1,𝑊2 ⊆ 𝑉 subspaces;

d) 𝑊⟂,𝑗
1 +𝑊⟂,𝑗

2 ⊆ (𝑊1 ∩𝑊2)⟂,𝑗 for all 1 ≤ 𝑗 ≤ 𝑘,𝑊1,𝑊2 ⊆ 𝑉 subspaces;

e) (𝑊1 +𝑊2)⟂,1 ⊆ 𝑊⟂,1
1 ∩𝑊⟂,1

2 , for all𝑊1,𝑊2 ⊆ 𝑉 subspaces.

In order to generalize the definitions of isotropic, coisotropic and Lagrangian (which have
an indexed analoge), we notice that ker ♭1 ⊆ 𝑊⟂,𝑗, for every possible index 𝑗. Therefore, in the
generalized definition, we must ask for inclusions up to ker ♭1.

Definition 2.1.4 (𝑗-isotropic, 𝑗-coisotropic, 𝑗-Lagrangian, non-degenerate). Let (𝑉,𝜔) be a
multisymplectic vector space of order 𝑘. A subspace𝑊 ⊆ 𝑉 will be called

a) 𝑗-isotropic, if𝑊 ⊆ 𝑊⟂,𝑗;

b) 𝑗-coisotropic, if𝑊⟂,𝑗 ⊆ 𝑊 + ker ♭1;

c) 𝑗-Lagrangian, if𝑊 =𝑊⟂,𝑗 + ker ♭1;

d) non-degenerate, if𝑊 ∩𝑊⟂,1 = 0.

Observation 2.1.2. Notice that when 𝜔 is regular, ker ♭1 = 0, and we recover the standard
definitions of 𝑗-isotropic, 𝑗-coisotropic, and 𝑗-Lagrangian.
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Proposition 2.1.2. Let (𝑉,𝜔) be a multisymplectic vector space of order 𝑘. Then, a subspace
𝑖 ∶𝑊 → 𝑉 (𝑖 being the natural inclusion) is 𝑘-isotropic if and only if

𝑖∗𝜔 = 0.

Proof. 𝑊 is 𝑘-isotropic if and only if

𝜔(𝑤1,… , 𝑤𝑘+1) = 0,

for every 𝑤1,… , 𝑤𝑘+1 ∈𝑊 or, equivalently, 𝑖∗𝜔 = 0.

Example 2.1.2. Let 𝐿 be a vector space and ℰ ⊆ 𝐿 be a proper subspace. For 𝑟 ≥ 0, 𝑘 ≤ dim𝐿,
define

𝑘⋀

𝑟

𝐿∗ ∶=
⎧

⎨
⎩

𝛼 ∈
𝑘⋀
𝐿∗ ∶ 𝜄𝑣1∧⋯∧𝑣𝑟𝛼 = 0, ∀𝑣1,… , 𝑣𝑟 ∈ ℰ

⎫

⎬
⎭

.

Notice that, if 𝑟 ≤ dimℰ, for the subspace
⋀𝑘

𝑟 𝐿
∗ to be non trivial, we need to ask 𝑘 − 𝑟 + 1 ≤

codimℰ. Then, under these conditions and for 𝑟 ≥ 2,

𝐿 ⊕
𝑘⋀

𝑟

𝐿∗

is a non-degenerate subspace of (𝐿 ⊕
⋀𝑘 𝐿∗,Ω𝐿) from Example 2.1.1 and, consequently,

⎛
⎜
⎝
𝐿 ⊕

𝑘⋀

𝑟

𝐿∗, 𝑖∗Ω𝐿

⎞
⎟
⎠

is a regular multisymplectic vector space, where 𝑖 is the natural inclusion.

From now on, we will denoteΩ𝐿 as the multisymplectic form in 𝐿⊕
⋀𝑘

𝑟 𝐿
∗,making abuse

of notation.

Observation 2.1.3. Notice that for 𝑟 > dimℰ, or ℰ = 0, we recover the canonical multisym-
plectic vector space 𝐿 ⊕

⋀𝑘 𝐿. For simplicity, we will refer to this case as 𝑟 = 0. The only
degenerate case is for 𝑟 = 1 and we have

ker ♭1 = ℰ.

Remark 2.1.1. For the sake of clarity in the exposition, we will assume trhoughout the rest of
this section the hypotheses that make (𝐿⊕

⋀𝑘
𝑟 𝐿

∗,Ω𝐿) a regular multisymplectic vector space.
More precisely, we will assume 𝑘 ≤ dim𝐿 and, when 𝑟 ≠ 0,

• 𝑘 − 𝑟 + 1 ≤ codimℰ;

• 1 < 𝑟 ≤ dimℰ.
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Any further hypotheses will be made explicit in the corresponding results.

Proposition 2.1.3 ([CIL99]). Identify both 𝐿 and𝑊 ∶=
⋀𝑘

𝑟 𝐿
∗ a subspace of 𝐿 ⊕

⋀𝑘
𝑟 𝐿

∗. Then
𝐿 is 𝑘-Lagrangian, and𝑊 1-Lagrangian in

⎛
⎜
⎝
𝐿 ⊕

𝑘⋀

𝑟

𝐿∗,Ω𝐿

⎞
⎟
⎠
.

Proof. It is clear that 𝐿 is 𝑘-isotropic and that𝑊 is 1-isotropic. To see that 𝐿 is 𝑘-coisotropic,
let (𝑙, 𝛼) ∈ 𝐿 ⊕

⋀𝑘
𝑟 𝐿

∗ such that

Ω𝐿((𝑙, 𝛼), (𝑙1, 0),… , (𝑙𝑘, 0)) = 0,

for every 𝑙1,… , 𝑙𝑘 ∈ 𝐿, that is,
𝛼(𝑙1,… , 𝑙𝑘) = 0,

for every 𝑙1,… , 𝑙𝑘 ∈ 𝐿.We conclude 𝛼 = 0, and thus,

𝐿⟂,𝑘 = 𝐿 = 𝐿 + ker ♭12

Now, to see that𝑊 is 1-Lagrangian, let (𝑙, 𝛼) ∈ 𝐿 ⊕
⋀𝑘

𝑟 𝐿
∗ such that

Ω𝐿((𝑙, 𝛼), (0, 𝛽1), (𝑙2, 𝛽2),… , (𝑙𝑘, 𝛽𝑘)) = 0,

for every 𝛽1,… , 𝛽𝑘 ∈
⋀𝑘

𝑟 𝐿
∗, and 𝑙2,… , 𝑙𝑘 ∈ 𝐿. Then,

𝛽1(𝑙, 𝑙2,… , 𝑙𝑘) = 0,

for every 𝑙2,… , 𝑙𝑘 ∈ 𝐿. Now we distinguish two cases:

1. Case 𝑟 ≠ 1. Then, necessarily 𝑙 = 0, concluding

𝑊⟂,1 =𝑊 =𝑊 + ker ♭1,

because ker ♭1 = 0.

2. Case r = 1. If
𝛽1(𝑙, 𝑙2,… , 𝑙𝑘) = 0,

for every 𝑙2,… , 𝑙𝑘 ∈ 𝐿, we have 𝑙 ∈ ℰ and, therefore,

(𝑙, 𝛼) ∈𝑊 + ker ♭1,

proving that𝑊 is 1-Lagrangian.

2If 𝑟 ≠ 1, ker ♭1 = 0 and, if 𝑟 = 1, ker ♭1 = ℰ. In any case, the equality 𝐿 = 𝐿 + ker ♭1 holds.
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An important class ofmultisymplectic vector spaces are those that aremultisymplectomor-
phic to those of Example 2.1.1 and Example 2.1.2. First observe the following:

Proposition 2.1.4. Anon-degeneratemultisymplectic vector space (𝑉,𝜔) is multisymplectomor-
phic to the one defined in Example 2.1.2 if and only if there exists ℰ, 𝐿,𝑊 ⊆ 𝑉 satisfying:

• 𝐿 is 𝑘-Lagrangian with ℰ ⊆ 𝐿;

• 𝑊 is 1-Lagrangian and, if 𝑒1,… , 𝑒𝑟 ∈ ℰ, we have

𝜄𝑒1∧⋯∧𝑒𝑟𝜔 = 0;

• 𝑉 = 𝐿 ⊕𝑊 and

dim𝑊 = dim
𝑘⋀

𝑟

𝐿∗,

where the vertical forms are taken with respect to ℰ.

Proof. It is clear the hypothesis imply that the following linear map

𝜙 ∶𝑊 →
𝑘⋀

𝑟

𝐿∗; 𝛼 ↦ (𝜄𝛼𝜔)|𝐿

defines a linear isomorphism. Now, let Φ be the isomorphism given by

Φ ∶= 𝑖𝑑𝐿 ⊕ 𝜙 ∶ 𝑉 = 𝐿 ⊕𝑊 → 𝐿 ⊕
𝑘⋀

𝑟

𝐿∗.

We have Φ∗Ω𝐿 = 𝜔. Indeed,

(Φ∗Ω𝐿)(𝑙1 + 𝛼1,… , 𝑙𝑘+1 + 𝛼𝑘+1) = Ω𝐿((𝑙1, 𝜙(𝛼1),… , (𝑙𝑘+1, 𝜙(𝛼𝑘+1))) =

=
𝑘+1∑

𝑗=1

(−1)𝑗+1(𝜙(𝛼𝑗))(𝑙1,… , 𝑙𝑗,… , 𝑙𝑘+1) =
𝑘+1∑

𝑗=1

(−1)𝑗+1𝜔(𝛼𝑗, 𝑙1,… , 𝑙𝑗,… , 𝑙𝑘+1)

=
𝑘+1∑

𝑗=1

𝜔(𝑙1,… , 𝑙𝑗−1, 𝛼𝑗, 𝑙𝑗+1… , 𝑙𝑘+1) = 𝜔(𝑙1 + 𝛼1,… , 𝑙𝑘+1 + 𝛼𝑘+1),

proving the result.

We can prove a weaker version of Proposition 2.1.4. Indeed, given ℰ, 𝐿, 𝑊 satisfying the
hypotheses, we can canonically identify ℰ as a subspace of 𝑉∕𝑊 via the isomorphism

𝑉∕𝑊 ≅ 𝐿.

It is easily verified that
𝜄𝑒1∧⋯∧𝑒𝑟𝜔 = 0,

for all 𝑒1,… , 𝑒𝑟 ∈ ℰ is equivalent to
𝜄𝑣1⋯∧𝑣𝑟𝜔 = 0,

for all 𝑣1,… , 𝑣𝑟 ∈ 𝑉satisfying 𝜋(𝑣𝑖) ∈ ℰ (identifying ℰ as a subspace of 𝑉∕𝑊), for every 1 ≤
𝑖 ≤ 𝑟.We have the following:

29



Theorem 2.1.1 ([LDS03]). A non-degenerate multisymplectic vector space (𝑉,𝜔) is multisym-
plectomorphic to (𝐿 ⊕

⋀𝑘
𝑟 𝐿

∗,Ω𝐿) if and only if there exists𝑊 ⊆ 𝑉 and ℰ ⊆ 𝑉∕𝑊 satisfying:

• 𝑊 is 1-Lagrangian and, for all 𝑣1,… , 𝑣𝑟 ∈ 𝑉 with 𝜋(𝑣𝑖) ∈ ℰ (with 𝜋 ∶ 𝑉 → 𝑉∕𝑊 the
canonical projection), we have

𝜄𝑣1∧⋯∧𝑣𝑟𝜔 = 0;

• There is an equality of dimensions

dim𝑊 = dim
𝑘⋀

𝑟

𝑉∕𝑊,

where the vertical forms are taken with respect to ℰ.

To prove it, we will need the following Proposition, which will also be useful in the sequel:

Proposition 2.1.5. Let (𝑉,𝜔) be a multisymplectic vector space, and 𝑈,𝑊 be 𝑘-isotropic, and
1-isotropic subspaces respectively such that

𝑉 = 𝑈 ⊕𝑊.

Then,𝑈 is 𝑘-Lagrangian, and𝑊 is 1-Lagrangian.

Proof. We need to prove that
𝑈⟂,𝑘 = 𝑈 + ker ♭1.

Let 𝑢 + 𝑤 ∈ 𝑈⟂,𝑘, for 𝑢 ∈ 𝑈, 𝑤 ∈𝑊. Then, for all 𝑢1,… , 𝑢𝑘 ∈ 𝑈 we have

𝜔(𝑢 + 𝑤, 𝑢1,… , 𝑢𝑘) = 𝜔(𝑤, 𝑢1,… , 𝑢𝑘) = 0,

where we have used that 𝑈 is 𝑘-isotropic. We claim that 𝑤 ∈ ker ♭1. Indeed, given 𝑣𝑖 ∈ 𝑉, for
𝑖 = 1,… , 𝑘, we can wirte 𝑣𝑖 = 𝑢𝑖 + 𝑤𝑖, with 𝑢𝑖 ∈ 𝑈, 𝑤𝑖 ∈𝑊. Then,

𝜔(𝑤, 𝑣1,… , 𝑣𝑘) = 𝜔(𝑤, 𝑢1 + 𝑤1,… , 𝑢𝑘 + 𝑤𝑘) = 𝜔(𝑤, 𝑢1,… , 𝑢𝑘) = 0,

where in the last equality we used that𝑊 is 1-isotropic. Therefore, if 𝑢 + 𝑤 ∈ 𝑈⟂,𝑘, we have

𝑢 + 𝑤 ∈ 𝑈 + ker ♭1,

that is
𝑈⟂,𝑘 ⊆ 𝑈 + ker ♭1,

proving that 𝑈 is 𝑘-coisotropic and, therefore, 𝑘-Lagrangian.

To show that𝑊 is 1-Lagrangian, let 𝑢 + 𝑤 ∈ 𝑊1,⟂, with 𝑢 ∈ 𝑈, 𝑤 ∈ 𝑊. Then 𝑢 ∈ ker ♭1. Let
𝑣𝑖 = 𝑢𝑖 + +𝑤𝑖, 𝑢𝑖 ∈ 𝑈, 𝑤𝑖 ∈𝑊, 1 ≤ 𝑖 ≤ 𝑘. Since𝑊 is 1-isotropic, for every 1 ≤ 𝑖 ≤ 𝑘

𝜄𝑢∧𝑤𝑖𝜔 = 𝜄(𝑢+𝑤)∧𝑤𝑖𝜔 = 0.
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Now, using that 𝑈 is 𝑘-isotropic, and𝑊 is 1-isotropic,

𝜔(𝑢, 𝑢1 + 𝑤1,… , 𝑢𝑘 + 𝑤𝑘) =
𝑘∑

𝑗=1

𝜔(𝑢, 𝑢1,… , 𝑢𝑗−1, 𝑤𝑗, 𝑢𝑗+1,… , 𝑢𝑘) = 0.

Therefore, 𝑢 ∈ ker ♭1 and 𝑢 + 𝑤 ∈𝑊 + ker ♭1, showing that

𝑊⟂,1 =𝑊 + ker ♭1,

ending the proof.

Proof (of Theorem 2.1.1). The proof we give mimics the case 𝑟 = 0 from [SW19]. It is enough
to show the existence of a 𝑘-Lagrangian complement to𝑊. By Proposition 2.1.5, we will con-
clude the proof once we show that there exists a 𝑘-isotropic complement.

First observe that, since𝑊 is 1-Lagrangian, 𝜄𝛼𝜔 induces a form on 𝑉∕𝑊 defining

𝜙(𝛼)(𝜋(𝑣1),… , 𝜋(𝑣𝑘)) ∶= 𝜔(𝛼, 𝑣1,… , 𝑣𝑘),

for every 𝛼 ∈𝑊. This map defines a linear isomorphism

𝜙 ∶𝑊 →
𝑘⋀

𝑟

(𝑉∕𝑊)∗,

where the vertical forms are taken with respect to ℰ. Take 𝐿 any complement to𝑊 in 𝑉 and
define the linear isomorphism

Φ ∶= 𝑖𝑑𝐿 ⊕ 𝜙 ∶ 𝑉 = 𝐿 ⊕𝑊 → 𝐿 ⊕
𝑘⋀

𝑟

(𝑉∕𝑊)∗.

We will look for subspaces of the form Φ−1◦𝐀(𝐿), where 𝐀 = 𝑖𝑑𝐿 ⊕𝐴, with

𝐴 ∶ 𝐿 →
𝑘⋀

𝑟

(𝑉∕𝑊)∗.

For this subspace to be 𝑘-isotropic, it has to satisfy

𝜔(Φ−1◦𝐀(𝑙1),… ,Φ−1◦𝐀(𝑙𝑘+1)) = 0,

for all 𝑙1,… , 𝑙𝑘+1 ∈ 𝐿.We have

𝜔(Φ−1◦𝐀(𝑙1),… ,Φ−1◦𝐀(𝑙𝑘+1)) = 𝜔(𝑙1 + Φ−1𝐴(𝑙1),… , 𝑙𝑘+1 + Φ−1𝐴(𝑙𝑘+1)) =

𝜔(𝑙1,… , 𝑙𝑘+1) +
𝑘+1∑

𝑗=1

(−1)𝑗+1𝜔(Φ−1𝐴(𝑙𝑗), 𝑙1,… , 𝑙𝑗,… , 𝑙𝑘+1)

= 𝜔(𝑙1,… , 𝑙𝑘+1) +
𝑘+1∑

𝑗=1

(−1)𝑗+1(𝐴(𝑙𝑗))(𝜋(𝑙1),… , 𝑙𝑗,… , 𝜋(𝑙𝑘+1)).
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Notice that the projection 𝜋 restricted to 𝐿 defines an isomorphism

𝜋|𝐿 ∶ 𝐿 → 𝑉∕𝑊.

Define 𝐴 closing the following diagram3

𝐿
⋀𝑘

𝑟 𝐿
∗

⋀𝑘
𝑟 (𝑉∕𝑊)∗

𝜓

𝐴

𝜋∗ ,

where
𝜓(𝑙) ∶= −

𝜄𝑙𝜔
𝑘 + 1

.

Then,
𝑘+1∑

𝑗=1

(−1)𝑗+1(𝐴(𝑙𝑗))(𝜋(𝑙1),… , 𝑙𝑗,… , 𝜋(𝑙𝑘+1) =
𝑘+1∑

𝑗=1

(−1)𝑗+1(𝜋∗𝐴(𝑙𝑗))(𝑙1,… , 𝑙𝑗,… , 𝑙𝑘+1) =

𝑘+1∑

𝑗=1

(−1)𝑗

𝑘 + 1
𝜔(𝑙𝑗, 𝑙1,… , 𝑙𝑗,… , 𝑙𝑘+1) = −𝜔(𝑙1,… , 𝑙𝑘+1),

concluding
𝜔(Φ−1◦𝐀(𝑙1),… ,Φ−1◦𝐀(𝑙𝑘+1)) = 0,

and proving the result.

This induces the following definition:

Definition 2.1.5 (Multisymplectic vector space of type (𝑘, 𝑟)). A multisymplectic vector
space of type (𝑘, 𝑟) is a tuple (𝑉,𝜔,𝑊,ℰ) in the hypothesis of Theorem 2.1.1.

In later considerations, the next lemma will result useful:

Lemma 2.1.1. Let (𝑉,𝜔,𝑊,ℰ) be a multisymplectic vector space of type (𝑘, 𝑟). Then, denoting
by ♭1 the induced map

𝑉
♭1,→

𝑘⋀
𝑉∗,

we have
𝑘⋀

1,𝑟

𝑉∗ ⊆ ♭1(𝑉),

where
𝑘⋀

1,𝑟

𝑉∗ =
𝑘⋀

1

𝑉 ∩
𝑘⋀

𝑟

𝑉∗,

and the vertical forms are taken with respect to𝑊 and ℰ4, respectively.
3Notice that these functions are well defined. Indeed, 𝜄𝑙𝜔 ∈

⋀𝑘
𝑟 𝐿

∗ for any 𝑙 ∈ 𝐿.
4This latter meaning that 𝜄𝑒1∧⋯∧𝑒𝑟𝛼 = 0, for every 𝑒1,… , 𝑒𝑟 ∈ 𝑉 with 𝜋(𝑒𝑖) ∈ ℰ, where 𝜋 ∶ 𝑉 → 𝑉∕𝑊 is the

canonical projection.
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Proof. By Theorem 2.1.1, it is enough to prove it in the canonical case 𝑉 = 𝐿 ⊕
⋀𝑘 𝐿∗,𝑊 =

⋀𝑘 𝐿∗. Then, any 𝑘-form 𝛼 ∈
⋀𝑘

1,𝑟 𝑉 is the pull-back of a 𝑘-form �̃� ∈
⋀𝑘

𝑟 𝐿
∗. An elementary

calculation proves
𝜄�̃�Ω𝐿 = 𝛼.

2.2 Multisymplectic manifolds
Definition 2.2.1 (Multisymplectic manifold). Amultisymplectic manifold of order 𝑘 is a
pair (𝑀,𝜔), where𝑀 is a manifold, and 𝜔 is amultisymplectic form of order 𝑘, thats is, a
closed (𝑘 + 1)-form. (𝑀,𝜔) will be called non-degenerate if 𝜔𝑥 is, for every 𝑥 ∈ 𝑀.

The 𝑗th-orthogonal defined in Section 2.1 and the notion of 𝑗-isotropic, 𝑗-coisotropic, 𝑗-
Lagrangian and regular subspaces generalizes to distributions∆, and submanifolds𝑁, defining
it in each subspace ∆𝑥, or in each tangent space 𝑇𝑥𝑁.

Example 2.2.1. We can generalize Example 2.1.1 to manifolds. Fix a manifold 𝐿 and define

𝑀 ∶=
𝑘⋀
𝐿,

the bundle of 𝑘-forms. We have the tautological 𝑘-form

Θ𝑘
𝐿|𝛼𝑥(𝑣1,… , 𝑣𝑘) ∶= 𝛼𝑥(𝜋∗𝑣1,… , 𝜋∗𝑣𝑘),

where 𝜋 ∶
⋀𝑘 𝐿 → 𝐿 is the natural projection. Define

Ω𝑘
𝐿 ∶= −𝑑Θ𝑘

𝐿.

Then (
⋀𝑘 𝐿,Ω𝑘

𝐿) is a non-degenerate multisymplectic manifold of order 𝑘. It is easy to check (see
Lemma 3.3.1) that Θ𝑘

𝐿 andΩ
𝑘
𝐿 are the only forms on

⋀𝑘 𝐿 satisfying

𝛼∗Θ𝑘
𝐿 = 𝛼, 𝛼∗Ω𝑘

𝐿 = −𝑑𝛼,

for every 𝑘-form (interpreted as a section) 𝛼 ∶ 𝐿 →
⋀𝑘 𝐿.

In canonical coordinates (𝑥𝑖, 𝑝𝑖1,…,𝑖𝑘) on
⋀𝑘 𝐿, we have

Θ𝑘
𝐿 = 𝑝𝑖1,…,𝑖𝑘𝑑𝑥

𝑖1 ∧⋯ ∧ 𝑑𝑥𝑖𝑘 ,

and
Ω𝑘
𝐿 = −𝑑𝑝𝑖1,…,𝑖𝑘 ∧ 𝑑𝑥

𝑖1 ∧⋯ ∧ 𝑑𝑥𝑖𝑘 .

This immediately shows that the vertical distribution𝑊𝑘
𝐿 associated to the vector bundle

⋀𝑘 𝐿 →
𝐿 is 1-isotropic. Additionally, we have:
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Proposition 2.2.1. 𝑊𝑘
𝐿 defines a 1-Lagrangian distribution. Furthermore, a form (interpreted

as a section)

𝛼 ∶ 𝐿 →
𝑘⋀
𝐿

defines a 𝑘-Lagrangian submanifold if and only if it is closed.

Proof. By Proposition 2.1.5, it is enough to show that 𝛼 defining a 𝑘-isotropic submanifold is
equivalent to 𝛼 being closed (this would imply that 𝛼(𝐿) is 𝑘-Lagrangian, and that 𝑊𝑘

𝐿 is 1-
Lagrangian, since they are complementary). Indeed, by Proposition 2.1.2, 𝛼(𝐿) is 𝑘-isotropic
if and only if

0 = 𝛼∗Ω𝑘
𝐿 = −𝑑𝛼,

that is, if and only if 𝛼 is closed.

There is another relevant example that generalizes Example 2.1.2:

Example 2.2.2. Let 𝐿 be a manifold and ℰ be a regular distribution, where 𝑟, 𝑘,ℰ𝑥, 𝑇𝑥𝐿 are in
the hypotheses of Remark 2.1.1 for every 𝑥 ∈ 𝐿. Define

𝑘⋀

𝑟

𝐿 ∶=
⎧

⎨
⎩

𝛼𝑥 ∈
𝑘⋀
𝑇∗𝑥𝐿 ∶ 𝜄𝑒1∧⋯∧𝑒𝑟𝛼𝑥 = 0, ∀𝑒1,… , 𝑒𝑟 ∈ ℰ𝑥

⎫

⎬
⎭

.

It is easy to check that
⋀𝑘

𝑟 𝐿 defines a non-singular submanifold of
⋀𝑘 𝐿. Therefore,

⎛
⎜
⎝

𝑘⋀

𝑟

𝐿,Ω𝐿

⎞
⎟
⎠

is a multisymplectic manifold of order 𝑘.

Remark 2.2.1. Just like in Section 2.1, throughout the rest of the text we will assume the
conditions that make

⋀𝑘
𝑟 𝐿 a regular multisymplectic manifold.

A natural question to ask is what are the necessary (and sufficient) conditions for a multi-
symplectic manifold (𝑀,𝜔) to be locally multisymplectomorphic to either of the models pre-
sented in Example 2.2.1 or in Example 2.2.2. Of course, if it were the case, the multisymplectic
vector space (𝑇𝑥𝑀,𝜔𝑥) would necessarily be of type (𝑘, 𝑟) (for the corresponging values in the
model).

Definition 2.2.2 ([LDS03] Multisymplectic manifold of type (𝑘, 𝑟)). A multisymplectic man-
ifold of type (𝑘, 𝑟) is a tuple (𝑀,𝜔,𝑊,ℰ), where (𝑇𝑥𝑀,𝜔𝑥,𝑊𝑥,ℰ𝑥) is a multisymplectic vector
space of type (𝑘, 𝑟) and𝑊 is a regular integrable distribution.

In [Mar88], G. Martin gave the characterization for multisymplectic manifolds of type
(𝑘, 0).
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Theorem 2.2.1 ([Mar88] Darboux theorem for multisymplectic manifolds of type (𝑘, 0)). Let
(𝑀,𝜔,𝑊) be a multisymplectic manifold of type (𝑘, 0). Then, around each point 𝑥 ∈ 𝑀 there
exists a neighborhood𝑈 of 𝑥 in𝑀, a manifold 𝐿, and a multisymplectomorphism

𝜙 ∶ (𝑈,𝜔)→ (𝑉,Ω𝐿)

where 𝑉 is an open subset of
⋀𝑘 𝐿.

And, in [LDS03], M. de León et. al. generalized the result to multisymplectic manifolds of
type (𝑘, 𝑟). We omit the proof.

Theorem 2.2.2 ([LDS03] Darboux theorem for multisymplectic manifolds of type (𝑘, 𝑟)). Let
(𝑀,𝜔,𝑊,ℰ) be a multisymplectic manifold of type (𝑘, 𝑟). Then, around each point 𝑥 ∈ 𝑀 there
exists a neighborhood𝑈 of 𝑥 in𝑀, a manifold 𝐿, and a multisymplectomorphism

𝜙 ∶ (𝑈,𝜔)→ (𝑉,Ω𝐿)

where 𝑉 is an open subset of
⋀𝑘

𝑟 𝐿.
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Chapter 3

Hamiltonian structures on
multisymplectic manifolds

In this chapter we generalize the interpretation of dynamics as a Lagrangian submanifold to
multisymplectic geometry. First, we define the Poisson bracket of Hamiltonian multivector
fields in Section 3.1 (a generalization of the Poisson bracket) in order to give the main theorem
in Section 3.2, which will consist of endowing the vector bundle of multivectors

⋁
𝑞𝑀 with a

multisymplectic structure. A different definition of this multisymplectic structure is studied
in Section 3.3.

3.1 Hamiltonian multivector fields and forms
Definition 3.1.1 ([CIL96] Hamiltonian multivector field, Hamiltonian form). Let (𝑀,𝜔) be a
multisymplectic manifold of order 𝑘. A multivector field

𝑈 ∶ 𝑀 →
⋁

𝑞

𝑀

will be called aHamiltonian multivector field if there exists a (𝑘 − 𝑞)-form on𝑀, 𝛼, such
that

𝜄𝑈𝜔 = 𝑑𝛼.

In this context, 𝛼 is called the Hamiltonian form associated to 𝑈. Furthermore, 𝑈 will be
called a locally Hamiltonian multivector field if 𝜄𝑈𝜔 is closed. Of course, if 𝑈 is Hamilto-
nian, it is locally Hamiltonian.

We will denote by 𝔛𝑞
𝐻(𝑀) the space of all Hamiltonian multivector fields of order 𝑞, and

by Ω𝑙
𝐻(𝑀) the space of all Hamiltonian 𝑙-forms.

There is certain “correspondence” between Hamiltonian multivector fields and Hamilto-
nian forms. However, this correspondance is not well defined, aHamiltonianmultivector field
𝑈 can be associated to different Hamiltonian forms, and viceversa. Nevertheless, if

𝜄𝑈𝜔 = 𝑑𝛼 = 𝑑𝛽,
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for some 𝛼, 𝛽 ∈ Ω𝑙
𝐻(Ω), we have that

𝑑(𝛼 − 𝛽) = 0.

Therefore, we obtain a well defined epimorphism

𝔛𝑞
𝐻(𝑀)

♭𝑞
,→ Ω𝑘−𝑞

𝐻 (𝑀)∕𝑍𝑘−𝑞(𝑀) =∶ Ω̂𝑘−𝑞
𝐻 (𝑀),

where 𝑍𝑘−𝑞(𝑀) is the space of all closed forms, mapping each Hamiltonian multivector field
𝑈 to the class of Hamiltonian forms [𝛼] satisfying

𝜄𝑈𝜔 = 𝑑𝛼.

We would like this map to be inyective, and we can achieve this by quotienting 𝔛𝑞
𝐻(𝑀) by

ker ♭𝑞, which is the space of all multivector fields 𝑈 satisfying

𝜄𝑈𝜔 = 0.

Therefore, defining
�̂�𝑞
𝐻(𝑀) ∶= 𝔛𝑞

𝐻(𝑀)∕ ker ♭𝑞,

we obtain isomorphisms between the spaces

�̂�1
𝐻(𝑀) ⋯ �̂�𝑞

𝐻(𝑀) ⋯ �̂�𝑘
𝐻(𝑀)

Ω̂𝑘−1
𝐻 (𝑀) ⋯ Ω̂𝑘−𝑞

𝐻 (𝑀) ⋯ Ω̂0
𝐻(𝑀)

♭1 ♭𝑞 ♭𝑘 .

Of course, these isomorphisms induce an isomorphism between the corresponding graded
vector spaces

�̂�𝐻(𝑀) ∶=
𝑘⨁

𝑞=1

�̂�𝑞
𝐻(𝑀)

♭
,→ Ω̂𝐻(𝑀) ∶=

𝑘⨁

𝑞=1

Ω̂𝑘−𝑞
𝐻 (𝑀).

We can try to endow these spaces with a graded Lie algebra structure. Given the isomorphism,
it would be enough to define the bracket in one of the spaces and obtain the induced bracket
in the other via ♭.

Proposition 3.1.1 ([CIL96]). Let (𝑀,𝜔) be a multisymplectic manifold, and 𝑈,𝑉 be Hamilto-
nianmultivector fields of degree𝑝, 𝑞, respectively. Then, [𝑈,𝑉] is aHamiltonianmultivector field
of degree 𝑝 + 𝑞 − 1, where [⋅, ⋅] denotes the Schouten-Nijenhuis bracket (see [Vai94]).

Proof. We have the equality (see [Vai94])

𝜄[𝑈,𝑉]𝜔 = −𝑑𝜄𝑈∧𝑉𝜔,

which proves the proposition.
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Given the equality
𝜄[𝑈,𝑉]𝜔 = −𝑑𝜄𝑈∧𝑉𝜔

from Proposition 3.1.1, we have that whenever 𝑈 ∈ ker ♭𝑝 (or 𝑉 ∈ ker ♭𝑞),

[𝑈,𝑉] ∈ ker ♭𝑝+𝑞−1.

Therefore, we obtain a well defined bracket

�̂�𝑝
𝐻(𝑀) × �̂�𝑞

𝐻(𝑀)→ �̂�𝑝+𝑞−1
𝐻 (𝑀); (𝑈,𝑉)↦ [𝑈,𝑉] ∶= [̂𝑈,𝑉],

where 𝑈 denotes the class of 𝑈 modulo ker ♭𝑞. By the previous considerations, we define the
induced bracket in Ω̂𝐻(𝑀) through the following commutative diagram,

Ω̂𝑙
𝐻(𝑀) × Ω̂𝑚

𝐻(𝑀) Ω̂1+𝑙+𝑚−𝑘
𝐻 (𝑀)

�̂�𝑘−𝑙
𝐻 (𝑀) × �̂�𝑘−𝑚

𝐻 (𝑀) �̂�2𝑘−𝑙−𝑚−1
𝐻 (𝑀)

{⋅,⋅}

[⋅,⋅]

♭𝑘−𝑙×♭𝑘−𝑚 ♭2𝑘−𝑙−𝑚−1 .

This bracket is given by
{�̂�, 𝛽} = −𝜄𝑈∧𝑉𝜔,

where 𝜄𝑈𝜔 = 𝑑𝛼, 𝜄𝑉𝜔 = 𝑑𝛽, and satisfies the following equalities (which follow easily from the
equalities of Schouten-Nijenhuis bracket [Vai94])

𝑖)
{�̂�, 𝛽} = (−1)𝑙1𝑙2{𝛽, �̂�};

𝑖𝑖)
(−1)𝑙1(𝑙3−1){�̂�, {𝛽, 𝛾}} + (−1)𝑙2(𝑙1−1){𝛽, {𝛾, �̂�}} + (−1)𝑙3(𝑙2−1){𝛾, {�̂�, 𝛽}} = 0,

for �̂� ∈ Ω̂𝑙1
𝐻(𝑀), 𝛽 ∈ Ω̂𝑙2

𝐻(𝑀), 𝛾 ∈ Ω̂𝑙3
𝐻(𝑀). However, this bracket does not define a graded Lie

algebra and we need to modify the definition slightly to get a bracket that does. First, recall
that a graded Lie bracket needs to satisfy

deg{�̂�, 𝛽} = deg �̂� + deg 𝛽,

for certain notion of degree. Now, since the subspace Ω̂𝑘−1
𝐻 (𝑀) is closed under {⋅, ⋅}, we are

forced to set
deg �̂� ∶= 0,

for 𝛼 ∈ Ω̂𝑘−1
𝐻 (𝑀). Therefore, one is tempted to define

deg �̂� ∶= 𝑘 − 1 − (order of 𝛼),

for �̂� ∈ Ω̂𝐻(𝑀). And, indeed, for �̂� ∈ Ω̂𝑙
𝐻(𝑀), 𝛽 ∈ Ω̂𝑚

𝐻(𝑀), we have

deg{�̂�, 𝛽} = 𝑘−1−(1+ 𝑙+𝑚−𝑘) = 2𝑘− 𝑙−𝑚−2 = (𝑘−1− 𝑙)+ (𝑘−1−𝑚) = deg �̂�+deg 𝛽.

We can now define
{�̂�, 𝛽}∙ ∶= (−1)deg �̂�{�̂�, 𝛽},

and we have that
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𝑖)
{�̂�, 𝛽}∙ = −(−1)deg �̂� deg 𝛽{𝛽, �̂�}∙,

𝑖𝑖)
(−1)deg �̂� deg 𝛾{�̂�, {𝛽, 𝛾}∙}∙ + cycl. = 0.

Summarizing, we have proved

Theorem 3.1.1 ([CIL96]). (Ω̂𝐻(𝑀), {⋅, ⋅}∙) is a graded Lie algebra.

Remark 3.1.1. Of course, restricting this structure to the forms of order 𝑘 − 1 we obtain the
Lie algebra (Ω̂𝑘−1

𝐻 (𝑀), {⋅, ⋅}∙). This Lie algebra is of particular importance in the study of mul-
tisymplectic manifolds, since (𝑘 − 1)-forms represent the conserved quantities and currents of
classical field theory and calculus of variations.

Similar to the characterization of coisotropic submanifold of a symplectcmanifold in terms
of the Poisson algebra, we can prove the following result.

Proposition 3.1.2. Let 𝑖 ∶ 𝑁 ↪ 𝑀 be a 𝑘-coisotropic submanifold. Then

�̂�𝑁 ∶= {�̂� ∈ Ω̂𝑘−1
𝐻 (𝑀) ∶ 𝑖∗𝛼 = 0}1

defines a subalgebra of (Ω̂𝑘−1
𝐻 (𝑀), {⋅, ⋅}∙).

Proof. Let �̂�, 𝛽 ∈ �̂�𝑁. Then, there are vector fields 𝑋𝛼, 𝑋𝛽 satisfying

𝜄𝑋𝛼𝜔 = 𝑑𝛼, 𝜄𝑋𝛽𝜔 = 𝑑𝛽.

Since 𝑖∗𝛼, 𝑖∗𝛽 = 0,we conclude that 𝑋𝛼, 𝑋𝛽 take values in (𝑇𝑁)⟂,𝑘 ⊆ 𝑇𝑁+ker ♭1.Without loss
of generality, we can assume that 𝑋𝛼, 𝑋𝛽 take values in 𝑇𝑁. Now, since

{�̂�, 𝛽}∙ = (−1)(𝑘−1) ˆ𝜄𝑋𝛼∧𝑋𝛽𝜔,

and 𝑋𝛼, 𝑋𝛽 take values in (𝑇𝑁)⟂,𝑘 and 𝑇𝑁 , we have

𝑖∗𝜄𝑋𝛼∧𝑋𝛽𝜔 = 0,

concluding that
{�̂�, 𝛽}∙ ∈ �̂�𝑁.

Remark 3.1.2. When (𝑀,𝜔) is non-degenerate, each Hamiltonian (𝑘 − 1)-form 𝛼 defines an
unique vector field 𝑋𝛼 satisfying

𝜄𝑋𝛼𝜔 = 𝑑𝛼.

1That is, the space of all Hamiltonian (𝑘 − 1)-forms that have a representative in ker 𝑖∗.
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Therefore, the bracket
{𝛼, 𝛽} = 𝜄𝑋𝛼∧𝑋𝛽𝜔

is well defined. This, however, does not define a Lie algebra since Jacobi identity holds up to a
closed form. Nevertheless, it does defines an algebraic structure called an 𝐿∞-algebra. Propo-
sition 3.1.2 is also true in this context, that is, to each coisotropic submanifold 𝑁, there is the
corresponding 𝐿∞-algebra of forms that are zero on 𝑁.

Let us now briefly discuss conserved quantities. Consider a locally decomposable Hamil-
tonian multivector field of order 𝑞,

𝜄𝑋𝐻𝜔 = 𝑑𝐻,

where 𝐻 ∈ Ω𝑘−𝑞(𝑀) is the Hamiltonian. We will consider as a solution any immersion 𝜙 ∶
Σ→ 𝑀, where dimΣ = 𝑞, satisfying

𝜙∗𝑈 = 𝑋𝐻,

where𝑈 is some nowhere vanishingmultivector field of order 𝑞 on Σ. Then, a conserved quan-
tity (for the solution 𝜙) is a (𝑞 − 1)-form satisfying

𝑑𝜙∗𝛼 = 0.

In terms of possibly non-decomposable (nor integrable) multivector fields, this notion extends
as follows

Definition 3.1.2 (Conserved quantity). A conserved quantity for a Hamiltonian multivector
field 𝑋𝐻 ∈ 𝔛𝑞(𝑀) is a (𝑞 − 1)−form 𝛼 on𝑀 satisfying

⟨𝑑𝛼, 𝑋𝐻⟩ = 0.

Then, for Hamiltonian forms, we have the following

Proposition 3.1.3. Let𝑋𝐻 be aHamiltonianmultivector field of order 𝑞, withHamiltonian form
𝐻 ∈ Ω𝑘−𝑞(𝑀) and 𝛼 be a Hamiltonian form of order 𝑞 − 1. Then 𝛼 is a conserved quantity for
𝑋𝐻 if and only if

{�̂�, �̂�}∙ = 0.

For a treatment of conserved quantities andmoment maps using the 𝐿∞−algebra strcuture
of observables, we refer to [RW15; RWZ20].

3.2 Hamiltonianmultivectorfields asLagrangian subman-
ifolds

Given a symplectic manifold (𝑀,𝜔), we can endow its tangent bundle with a symplectic struc-
ture using the bundle ismorphism

𝑇𝑀
♭
,→ 𝑇∗𝑀,

and the canonical symplectic form in 𝑇∗𝑀.With this definition and interpreting a vector field
𝑋 ∶ 𝑀 → 𝑇𝑀 as a submanifold, 𝑋 is (1−)Lagrangian if and only if it is locally Hamiltonian.
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We would like to generalize this result to general multisymplectic manifolds and multivector
fields of aribitrary order 𝑞

𝑈 ∶ 𝑀 →
⋁

𝑞

𝑀.

In [CIL96], the authors prove a generalization of the result to vector fields in multisymplectic
manifolds

𝑋 ∶ 𝑀 → 𝑇𝑀,

endowing the tangent bundle 𝑇𝑀 with a multisymplectic structure via the complete lift of
forms. We will explore how to generalize this method in 𝑆𝑒𝑐𝑡𝑖𝑜𝑛 3.3. In the meantime, let us
begin by defining a multisymplectic structure on

⋁
𝑞𝑀.

Given a multisymplectic manifold (𝑀,𝜔) of order 𝑘, we have the induced map by contrac-
tion

⋁

𝑞

𝑀
♭𝑞
,→

𝑘+1−𝑞⋀
𝑀; 𝑢 ↦ 𝜄𝑢𝜔.

Using the canonical multisymplectic formΩ𝑘+1−𝑞
𝑀 on

⋀𝑘+1−𝑞𝑀, we can define the closed form
(in fact, exact)

Ω̃𝑞
𝑀 ∶= (♭𝑞)∗Ω

𝑘+1−𝑞
𝑀 ,

which endows
⋁

𝑞𝑀 with a multisymplectic structure of order (𝑘 + 1 − 𝑞). Notice that, for
𝑞 = 1, the order of the multisymplectic structure on 𝑇𝑀 is the order of the multisymplectic
structure on𝑀.

Remark 3.2.1. Even if 𝜔 is non-degenerate, Ω̃𝑞
𝑀 could have non trivial kernel. This motivates

the study of “general” multisymplectic structures that we have adopted in the text, which pro-
vides a way of interpreting multivector fields as Lagrangian submanifolds of (possible degen-
erate) multisymplectic manifolds.

Denote by𝑊𝑞
𝑀 the vertical distribution associated to the vector bundle

⋁

𝑞

𝑀 → 𝑀.

Since ♭𝑞 is a bundle map

⋁
𝑞𝑀

⋀𝑘+1−𝑞𝑀

𝑀

♭𝑞

,

we have that
(♭𝑞)∗𝑊

𝑞
𝑀 ⊆ 𝑊𝑘+1−𝑞

𝑀 ,
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where𝑊𝑘+1−𝑞
𝑀 is the vertical distribution of the vector bundle

𝑘+1−𝑞⋀
𝑀 → 𝑀.

Now, recall that𝑊𝑘+1−𝑞
𝑀 defines a 1-Lagrangian distribution. Therefore, we have

Proposition 3.2.1. 𝑊𝑞
𝑀 defines a 1-isotropic distribution on (

⋁
𝑞𝑀, Ω̃𝑞

𝑀).

Now we can prove the main result of this section.

Theorem 3.2.1. Let (𝑀,𝜔) be a multisymplectic manifold of order 𝑘. Then, a multivector field

𝑈 ∶ 𝑀 →
⋁

𝑞

𝑀

is locallyHamiltonian if andonly if it defines a (𝑘+1−𝑞)-Lagrangian submanifold in (
⋁

𝑞𝑀, Ω̃𝑞
𝑀).

Proof. With Proposition 2.1.5 in mind, since 𝑊𝑞
𝑀 is 1-isotropic by Proposition 3.2.1, and we

have the decomposition
𝑇
⋁

𝑞

𝑀||||𝑈(𝑀)
= 𝑈∗(𝑇𝑀)⊕𝑊𝑞

𝑀
||||𝑈(𝑀)

,

we only need to check wether 𝑈 defines a (𝑘 + 1 − 𝑞)-isotropic submanifold or, equivalently,
wether

𝑈∗Ω̃𝑞
𝑀 = 0.

⋁
𝑞𝑀

⋀𝑘+1−𝑞𝑀

𝑀

♭𝑞

𝑈
♭𝑞(𝑈)=𝜄𝑈𝜔

We have that

𝑈∗Ω̃𝑞
𝑀 = 𝑈∗♭∗𝑞Ω

𝑘+1−𝑞
𝑀 = (♭𝑞◦𝑈)∗Ω

𝑘+1−𝑞
𝑀

= (𝜄𝑈𝜔)∗Ω
𝑘+1−𝑞
𝑀 = −𝑑𝜄𝑈𝜔,

where in the last equality we have used that 𝛼∗Ω𝑘
𝑄 = −𝑑𝛼, for any form 𝛼 ∶ 𝑄 →

⋀𝑘 𝑄. We
conclude that 𝑈 is 𝑘-Lagrangian if and only if

0 = 𝑈∗Ω̃𝑞
𝑀 = −𝑑𝜄𝑈𝜔,

that is, if and only if 𝑈 is locally Hamiltonian.
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3.3 Complete lift of forms to multivector bundles
In [CIL99], the authors prove that (𝑇𝑀,𝜔𝑐) is a non-degenerate multisymplectic manifold
when 𝜔 is a non-degenerate multisymplectic form on𝑀. Here 𝜔𝑐 denotes the complete lift of
the form. We would like to generalize this procedure to arbitrary multivector bundles

⋁

𝑞

𝑀.

Let us begin by recalling that 𝜔𝑐 is the unique (𝑘 + 1)-form on 𝑇𝑀 satisfying

𝑋∗𝜔𝑐 = £𝑋𝜔,

for every vector field
𝑋 ∶ 𝑀 → 𝑇𝑀.

Recalling the Cartan formula
£𝑋𝜔 = 𝑑𝜄𝑋𝜔 + 𝜄𝑋𝑑𝜔,

we define the Lie derivative of a 𝜔 with respect to a multivector field

𝑈 ∶ 𝑀 →
⋁

𝑞

𝑀

as the (𝑘 + 2 − 𝑞)-form
£𝑈𝜔 ∶= 𝜄𝑈𝑑𝜔 + (−1)𝑞+1𝑑𝜄𝑈𝜔.

Theorem 3.3.1 (Definition of complete lift). Given a manifold 𝑀, and 𝜔 ∈ Ω𝑘+1(𝑀), there
exists an unique (𝑘 + 2 − 𝑞)-form on

⋁
𝑞𝑀, 𝜔𝑐𝑞, such that

𝑈∗𝜔𝑐𝑞 = £𝑈𝜔,

for every multivector field
𝑈 ∶ 𝑀 →

⋁

𝑞

𝑀.

To prove uniqueness, it suffies to study the linear problem.

Lemma 3.3.1. Let 𝑋,𝑌 be vector spaces and 𝜋 ∶ 𝑌 → 𝑋 be an epimorphism. Then, if 𝑘 + 1 ≤
dim𝑋, a form 𝜔 ∈

⋀𝑘+1 𝑌∗ is characterized by the pull-backs of all sections

𝜙 ∶ 𝑋 → 𝑌.

That is, if there is another (𝑘+1)-form 𝛼 on𝑌 such that 𝜙∗𝛼 = 𝜙∗𝜔, for every section 𝜙 ∶ 𝑋 → 𝑌
of 𝜋, then

𝛼 = 𝜔.
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Proof. It is clear that 𝜔 is characterized by the induced linear map

𝜔 ∶
𝑘+1⋀

𝑌 → ℝ,

and that, if 𝜙∗𝛼 = 𝜙∗𝜔, for certain form 𝛼 ∈
⋀𝑘+1 𝑌∗, the following diagram commutes.

⋀𝑘+1 𝑌 ℝ

⋀𝑘+1𝑋

𝜔

𝜋∗
𝜙∗

𝜙∗𝛼
.

Therefore, if we can prove that

𝑘+1⋀
𝑌 =

⟨
𝜙∗
⎛
⎜
⎝

𝑘+1⋀
𝑋
⎞
⎟
⎠
, 𝜙 ∶ 𝑋 → 𝑌 section

⟩
,

wewould have𝜔 = 𝛼, since theywould coincide in a set of generators. Identify𝑋 as a subspace
of 𝑌. We have

𝑘+1⋀
𝑌 =

𝑘+1⋀
(𝑋 ⊕ ker𝜋) =

𝑘+1⨁

𝑙=0

⎛
⎜
⎝

𝑙⋀
𝑋 ∧

𝑘+1−𝑙⋀
ker𝜋

⎞
⎟
⎠
.

We will prove that

𝑙⋀
𝑋 ∧

𝑘+1−𝑙⋀
ker𝜋 ⊆

⟨
𝜙∗
⎛
⎜
⎝

𝑘+1⋀
𝑋
⎞
⎟
⎠
, 𝜙 ∶ 𝑋 → 𝑌 section

⟩
.

Let

𝑥1 ∧⋯ ∧ 𝑥𝑙 ∧ 𝑦𝑙+1 ∧⋯ ∧ 𝑦𝑘+1 ∈
𝑙⋀
𝑋 ∧

𝑘+1−𝑙⋀
ker𝜋,

where 𝑥𝑖 ∈ 𝑋, 𝑦𝑗 ∈ ker𝜋 are linearly independent vectors. Extend 𝑥1,… , 𝑥𝑘+1−𝑙 to 𝑘+1 linearly
independent vectors on 𝑋 (here we are using dim𝑋 ≥ 𝑘 + 1),

𝑥1,… , 𝑥𝑘+1

and take a section 𝜙 ∶ 𝑋 → 𝑌 such that

𝜙(𝑥𝑖) = 𝑥𝑖, 𝑖 = 1,… , 𝑘, 𝜙(𝑥𝑘+1) = 𝑥𝑘+1 + 𝑦𝑘+1.

Then

𝑥1 ∧⋯ ∧ 𝑥𝑘 ∧ 𝑦𝑘+1 =

𝜙∗(𝑥1 ∧⋯ ∧ 𝑥𝑘+1) − 𝑥1 ∧⋯ ∧ 𝑥𝑘+1 ∈
⟨
𝜙∗
⎛
⎜
⎝

𝑘+1⋀
𝑋
⎞
⎟
⎠
, 𝜙 ∶ 𝑋 → 𝑌 section

⟩
.
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With a similar argument we can show that

𝑥1 ∧⋯ ∧ 𝑥𝑘−1 ∧ 𝑦𝑘 ∧ 𝑥𝑘+1 ∈
⟨
𝜙∗
⎛
⎜
⎝

𝑘+1⋀
𝑋
⎞
⎟
⎠
, 𝜙 ∶ 𝑋 → 𝑌 section

⟩
.

Now, defining another section (which we name the same making abuse of notation) 𝜙 satisfy-
ing

𝜙(𝑥𝑖) = 𝑥𝑖, 𝑖 = 1,… , 𝑘 − 1, 𝜙(𝑥𝑘) = 𝑥𝑘 + 𝑦𝑘, 𝜙(𝑥𝑘+1) = 𝑥𝑘+1 + 𝑦𝑘+1,

we have

𝜙∗(𝑥1 ∧⋯ ∧ 𝑥𝑘+1) = 𝑥1 ∧⋯ ∧ 𝑥𝑘−1 ∧ (𝑥𝑘 + 𝑦𝑘) ∧ (𝑥𝑘+1 + 𝑦𝑘+1)

which, by the previous considerations implies

𝑥1 ∧⋯ ∧ 𝑥𝑘−1 ∧ 𝑦𝑘 ∧ 𝑦𝑘+1 ∈
⟨
𝜙∗
⎛
⎜
⎝

𝑘+1⋀
𝑋
⎞
⎟
⎠
, 𝜙 ∶ 𝑋 → 𝑌 section

⟩
.

Now, iterating this argument we conclude

𝑥1 ∧⋯ ∧ 𝑥𝑙 ∧ 𝑦𝑙+1 ∧⋯ ∧ 𝑦𝑘+1 ∈
⟨
𝜙∗
⎛
⎜
⎝

𝑘+1⋀
𝑋
⎞
⎟
⎠
, 𝜙 ∶ 𝑋 → 𝑌 section

⟩
,

proving the result.

Proof of Theorem 3.3.1. By Lemma 3.3.1, if we find a form 𝜔𝑐𝑞 on
⋁

𝑞𝑀 satisfying

𝑈∗𝜔𝑐𝑞 = £𝑈𝜔,

the result would follow. Consider the induced maps by 𝜔 and 𝑑𝜔 on
⋁

𝑞𝑀,

⋀𝑘+2−𝑞𝑀

⋁
𝑞𝑀

⋀𝑘+1−𝑞𝑀

♭̃𝑞∶=𝜄∙𝑑𝜔

♭𝑞∶=𝜄∙𝜔

,

and define a (𝑘 + 2 − 𝑞)-form on
⋁

𝑞𝑀 by

𝜔𝑐𝑞 ∶= (̃♭𝑞)∗Θ
𝑘+2−𝑞
𝑀 + (−1)𝑞(♭𝑞)∗Ω

𝑘+1−𝑞
𝑀 .

Then, by definition of Θ𝑘+2−𝑞
𝑀 , and Ω𝑘+1−𝑞

𝑀 we have that for all multivector fields 𝑈 ∶ 𝑀 →⋁
𝑞𝑀,

𝑈∗𝜔𝑐𝑞 = 𝜄𝑈𝑑𝜔 + (−1)𝑞+1𝑑𝜄𝑈𝜔 = £𝑈𝜔,

finishing the proof.
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Remark 3.3.1. Now that we have generalized the complete lift of forms to arbitrary multivec-
tor bundles, given a multisymplectic manifold (𝑀,𝜔) we have two ways of inducing a multi-
symplectic structure on

⋁
𝑞𝑀, the one constructed in Section 3.2, and the complete lift from

Theorem 3.3.1. However, because𝜔 is closed, themap ♭̃𝑞 of the proof of Theorem 3.3.1 is trivial
and thus,

𝜔𝑐𝑞 = (−1)𝑞(♭𝑞)∗Ω
𝑘+1−𝑞
𝑀 = (−1)𝑞Ω̃𝑞

𝑀

and we conclude that, up to sign, both multisymplectic structures are equal.
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Chapter 4

Coisotropic submanifolds

In this chapterwe study in detail coisotropic subamanifolds, with particular atention to coisotropic
submanifolds of

⋀𝑘
𝑟 𝐿.

In Section 4.1 we give a local form for certain type of coisotropic submanifolds and in Sec-
tion 4.2 we prove a coisotropic reduction theorem for this kind of submanifolds.

4.1 Local form of coisotropic submanifolds
Weinstein gave the first normal form1 theorem for Lagrangian submanifolds in the context of
symplectic geometry.

Theorem 4.1.1 ([Wei71] Weinstein’s Lagrangian neighborhood Theorem). Let (𝑀,𝜔) be a
symplectic manifold and 𝐿 ↪ 𝑀 be a Lagrangian submanifold. Then there are neighborhoods
𝑈,𝑉 of 𝐿 in𝑀, and in 𝑇∗𝐿 (identifying 𝐿 with the zero section) respectively, and a symplectomor-
phism

𝜙 ∶ 𝑈 → 𝑉.

This result has been generalized to multisymplectic manifolds of type (𝑘, 0) by G. Martin
[Mar88], and extended tomultiysmplecticmanifolds of type (𝑘, 𝑟) byM. de Leon et al. [LDS03].

Theorem 4.1.2 ([LDS03]). Let (𝑀,𝜔,𝑊,ℰ) be a multisymplectic manifold of type (𝑘, 𝑟), and
𝐿 ↪ 𝑀 be a 𝑘-Lagrangian submanifold complementary to𝑊, that is, such that

𝑇𝐿 ⊕𝑊||||𝐿 = 𝑇𝑀||||𝐿.

Then there are neighborhoods𝑈,𝑉 of 𝐿 in𝑀, and of 𝐿 in
⋀𝑘

𝑟 𝐿 (identifying 𝐿 as the zero section),
where the horizontal forms are taken with respect to ℰ under the identification

𝑇𝐿 = 𝑇𝑀∕𝑊,
1During the text, we reserve the term normal form for a classification of a neighborhood of an entire subman-

ifold (like in Theorem 4.1.1, Theorem 4.1.2), and we use the term local form for a classification of a neighborhood
around any point of a submanifold (like in Theorem 4.1.4).
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and a multisymplectomorphism
𝜓 ∶ 𝑈 → 𝑉,

which is the identity on 𝐿 and satisfies

𝜓∗𝑊 =𝑊𝑘
𝐿 ,

where𝑊𝑘
𝐿 denotes the vertical distribution on

⋀𝑘
𝑟 𝐿

∗.

Proof. Define the vector bundle isomorphism

𝜙 ∶𝑊|𝐿 →
𝑘⋀

𝑟

𝐿; 𝜙(𝑤𝑙) ∶= (𝜄𝑤𝑙𝜔)|𝐿.

By the tubular neighborhood theorem, we may identify a neighborhood 𝑈 of 𝐿 in𝑊|𝐿 with a
neighborhood of 𝐿 in𝑀. Under the previous identificaction, let 𝑉 ∶= 𝜙(𝑈) and define

𝜔 ∶= 𝜙∗𝜔.

Following the same reasoning as in Proposition 2.1.4, we have 𝜔 = Ω𝑘
𝐿 on 𝐿. Furthermore,

since 𝜙 is a vector bundle isomorphism, 𝜙 preserves fibers and we have 𝜙∗𝑊|𝑈 = (𝑊𝑘
𝐿)|𝑉. This

implies that𝑊𝑘
𝐿 not only defines a 1-isotropic distribution for Ω

𝑘
𝐿, but also for 𝜔. To build the

multisymplectomorphism 𝜓, we will make use ofMoser’s trick with the family of forms

Ω𝑡 ∶= (1 − 𝑡)Ω𝑘
𝐿 + 𝑡𝜔.

More precisely, we will look for a time dependent vector field 𝑋𝑡 on 𝑉 such that its flow 𝜙𝑡
satisfies

𝜙∗𝑡Ω𝑡 = Ω𝑘
𝐿,

for every 𝑡. To achieve this, it will be sufficient to look for a time dependent vector field 𝑋𝑡
such that

0 = d
d𝑡
(
𝜙∗𝑡Ω𝑡

)
= £𝑋𝑡Ω𝑡 +

dΩ𝑡

d𝑡
= 𝑑𝜄𝑋𝑡Ω𝑡 + 𝜔 −Ω𝑘

𝐿.

Now, if we denote by 𝜋𝑡 multiplication by 𝑡 in
⋀𝑘

𝑟 𝐿, by reducing neighborhoods if necessary,
we get a well defined map

𝜋𝑡 ∶ 𝑉 → 𝑉,

for 0 ≤ 𝑡 ≤ 1. By the relative Poincaré Lemma, we have

𝜔 = 𝑑 (∫
1

0
𝜋∗𝑡 𝜄∆𝜔𝑑𝑡) ,

where ∆ is the dilation vector field. Therefore, if we define

𝜃 ∶= − ∫
1

0
𝜋∗𝑡 𝜄∆𝜔𝑑𝑡,
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it follows that 𝜔 = −𝑑𝜃, where 𝜃 = 0 on 𝐿 (because ∆ = 0 on 𝐿). Since we need Ω𝑘
𝐿 − 𝜔 =

−𝑑(Θ𝑘
𝐿 − 𝜃) = 𝑑𝜄𝑋𝑡Ω𝑡, it will be enough to look for 𝑋𝑡 satisfying

𝜄𝑋𝑡Ω𝑡 = 𝜃 − Θ𝑘
𝐿.

Recall that 𝜔 = Ω𝑘
𝐿 on 𝐿 and, therefore Ω𝑡 = Ω𝑘

𝐿 on 𝐿. Since this form is nondegenerate, by
reducing the neighborhoods further, we can assume that Ω𝑡 is nondegenerate on 𝑉, for every
𝑡 ∈ [0, 1]. Notice that 𝜄𝑌

(
𝜃 − Θ𝑘

𝐿

)
= 0, for any vector field 𝑌 that takes values in𝑊𝑘

𝐿 , and that

𝜄𝐸1∧⋯∧𝐸𝑟𝜃 = 𝜄𝐸1∧⋯∧𝐸𝑟Θ
𝑘
𝐿 = 0,

for vector fields 𝐸1,… , 𝐸𝑟 such that 𝜋(𝐸𝑖) takes values in ℰ ⊂ 𝐿 (where 𝜋 ∶
⋀𝑘

𝑟 𝐿 → 𝐿 is the
canonical projection). These last two properties, together with Lemma 2.1.1, imply that there
exists an unique time-dependent vector field 𝑋𝑡 with values in𝑊𝑘

𝐿 satisfying

𝜄𝑋𝑡Ω𝑡 = 𝜃 − Θ𝑘
𝐿.

Furthermore, since 𝜃 = Θ𝑘
𝐿 = 0 on 𝐿, 𝑋𝑡 = 0 on 𝐿, and its flow is globally defined on 𝐿. It

follows that we can assume that 𝜙𝑡 (the flow of 𝑋𝑡) is defined on 𝑉 for 0 ≤ 𝑡 ≤ 1 by reducing
the neighborhoods further. Finally, for 𝑡 = 1, this flow satisfies

𝜙∗1𝜔 = Ω

and preserves fibers, because 𝑋𝑡 takes values in𝑊𝑘
𝐿 . Defining

𝜓 ∶= (𝜙1)−1◦𝜙,

we get the desired multisymplectomorphism.

We can use Theorem 4.1.2 to give a local form for vertical 𝑘-coisotropic submanifolds𝑁 ↪
𝑀 of a multisymplectic manifold of type (𝑘, 𝑟), where vertical means that

𝑊||||𝑁 ⊆ 𝑇𝑁.

Theorem 4.1.3 (Local form of 𝑘-coisotropic submanifolds relative to Lagrangian subman-
ifolds). Let (𝑀,𝜔,𝑊,ℰ) be a multisymplectic manifold of type (𝑘, 𝑟), 𝑖 ∶ 𝑁 ↪ 𝑀 be a 𝑘-
coisotropic submanifold satisfying

𝑊|𝑁 ⊆ 𝑇𝑁,

and 𝐿 ↪ 𝑀 be a 𝑘-Lagrangian submanifold complementary to𝑊, that is, such that

𝑊|𝐿 ⊕ 𝑇𝐿 = 𝑇𝑀|𝐿.

Then there exists a neighborhood 𝑈 of 𝐿 in𝑀, a submanifold 𝑄 ↪ 𝐿, a neighborhood 𝑉 of 𝐿 in
⋀𝑘

𝑟 𝐿, and a multisymplectomorphism

𝜙 ∶ 𝑈 → 𝑉

satisfying
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𝑖) 𝜙 is the identity on 𝐿, identified as the zero section in
⋀𝑘

𝑟 𝐿;

𝑖𝑖) 𝜙(𝑁 ∩𝑈) =
⋀𝑘

𝑟 𝐿
||||𝑄 ∩ 𝑉.

Proof. Let𝑈,𝑉, and𝜙 be theneighborhoods andmultisymplectomorphism fromTheorem4.1.2
and define

𝑄 ∶= 𝐿 ∩𝑁.

We claim that

𝜙(𝑁 ∩𝑈) =
𝑘⋀

𝑟

𝐿||||𝑄.

First recall that we have
𝜙∗𝑊 =𝑊𝐿,

where𝑊𝐿 is the canonical 1-Lagrangian distribution on
⋀𝑘

𝑟 𝐿. Let 𝑥 ∈ 𝐿 ∩ 𝑁 and 𝐹𝑥 be the
leaf of𝑊 through 𝑥. It is clear that 𝐹𝑥 ⊆ 𝑁, and that, reducing 𝑈 and 𝑉 if necessary,

𝜙(𝐹𝑥 ∩𝑈) =
𝑘⋀

𝑟

𝑇∗𝑥𝐿 ∩ 𝑉,

since diffeomorphisms that preserve distributions preseve their leaves (when the distributions
are integrable). Again, reducing 𝑈 and 𝑉 further, we may also assume that for every point
𝑦 ∈ 𝑁 ∩𝑈 there is a point 𝑥 ∈ 𝐿 ∩𝑁 such that the leaf of𝑊 that contains 𝑥, 𝐹𝑥, also contains
𝑦, that is, we may assume that

𝑁 ∩𝑈 =
⋃

𝑥∈𝐿∩𝑁

𝐹𝑥 ∩𝑈.

Therefore,

𝜙(𝑁 ∩𝑈) =
⋃

𝑥∈𝐿∩𝑁

𝜙(𝐹𝑥 ∩𝑈) =
⋃

𝑥∈𝑄

𝑘⋀

𝑟

𝑇∗𝑥𝐿 ∩ 𝑉 =
𝑘⋀

𝑟

𝐿||||𝑄,

proving the result.
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Theorem 4.1.4. Let (𝑀,𝜔,𝑊,ℰ) be a multisymplectic manifold of type (𝑘, 𝑟), and𝑁 ↪ 𝑀 be a
𝑘-coisotropic submanifold satisfying

𝑊|𝑁 ⊆ 𝑇𝑁.

Then, given any point 𝑥 ∈ 𝑁, there exists a neighborhood𝑈 of 𝑥 in𝑀, a manifold 𝐿, a subman-
ifold 𝑄 ↪ 𝐿, a neighborhood 𝑉 of 𝐿 in

⋀𝑘
𝑟 𝐿 and a multisymplectomorphism

𝜙 ∶ 𝑈 → 𝑉

such that

𝑖) 𝜙 is the identity on 𝐿, idetified as the zero section in
⋀𝑘

𝑟 𝐿;

𝑖𝑖) 𝜙(𝑁 ∩𝑈) =
⋀𝑘

𝑟 𝐿
||||𝑄 ∩ 𝑉.

Proof. Using Theorem 2.2.2, we can build a 𝑘-Lagrangian submanifold 𝐿 through any given
point 𝑥 ∈ 𝑁. Now the result follows using Theorem 4.1.3.

4.2 Coisotropic reduction
When 𝑘 = 1, that is, when (𝑀,𝜔) is a symplectic manifold, recall that we have the classical
result of coisotropic reduction due to Weinstein [Wei77].

Theorem 4.2.1. [Coisotropic reduction in symplectic geometry] Let (𝑀,𝜔) be a symplectic man-
ifold, 𝑖 ∶ 𝑁 ↪ 𝑀 be a coisotropic submanifold, and 𝑗 ∶ 𝐿 ↪ 𝑀 be a Lagrangian submanifold
that has clean intersection with 𝑁. Then, 𝑇𝑁⟂ is an integrable distribution and determines a
foliation ℱ of maximal integral leaves. Suppose that the quotient space 𝑁∕ℱ admits an smooth
manifold structure such that the canonical projection

𝜋 ∶ 𝑁 → 𝑁∕ℱ

defines a submersion. Then there exists an unique symplectic form on𝑁∕ℱ, 𝜔𝑁 compatible with
𝜔 in the following sense

𝜋∗𝜔𝑁 = 𝑖∗𝜔.

Furthermore, if 𝜋(𝑁 ∩ 𝐿) is a submanifold, it is Lagrangian in (𝑁∕ℱ, 𝜔𝑁).

We would like to find an analogous result in multisymplectic manifolds. For the first part
of Theorem 4.2.1, the classical argument works.

Proposition 4.2.1 ([CIL99]). Let (𝑀,𝜔) be a multisymplectic manifold of order 𝑘 and 𝑖 ∶ 𝑁 ↪
𝑀 be a 𝑘-coisotropic submanifold. Then, (𝑇𝑁)⟂,𝑘 ∩ 𝑇𝑁 ⊆ 𝑇𝑁 defines an involutive distribution.

Proof. Let 𝑋,𝑌 ∈ 𝔛(𝑁) be vector fields on𝑁 with values in (𝑇𝑁)⟂,𝑘, and let 𝑍1,… , 𝑍𝑘 ∈ 𝔛(𝑁)
be arbitrary vector fields on 𝑁. Denote

𝜔0 ∶= 𝑖∗𝜔.
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Since 𝜔 is closed, we have

0 = (𝑑𝜔0)(𝑋,𝑌, 𝑍1,… , 𝑍𝑘) = 𝑋(𝜔0(𝑌, 𝑍1,… , 𝑍𝑘)) − 𝑌(𝜔0(𝑋, 𝑍1,… , 𝑍𝑘))

+
𝑘∑

𝑗=1

(−1)𝑗𝑍𝑖(𝜔0(𝑋,𝑌, 𝑍1… , �̂�𝑖,… , 𝑍𝑘)) − 𝜔0([𝑋,𝑌], 𝑍1,… , 𝑍𝑘)

+
𝑘∑

𝑗=1

(−1)𝑗+1𝜔0([𝑋, 𝑍𝑖], 𝑌, 𝑍1… , �̂�𝑖,… , 𝑍𝑘)

+
𝑘∑

𝑗=1

(−1)𝑗𝜔0([𝑌, 𝑍𝑖], 𝑋, 𝑍1… , �̂�𝑖,… , 𝑍𝑘)

+
∑

𝑖<𝑗

(−1)𝑖+𝑗𝜔0([𝑍𝑖, 𝑍𝑗], 𝑋, 𝑌, 𝑍1… , �̂�𝑖,… , �̂�𝑗,… , 𝑍𝑘).

Now, since both 𝑋 and 𝑌 take values in (𝑇𝑁)⟂,𝑘, all the summands but

𝜔0([𝑋,𝑌], 𝑍1,… , 𝑍𝑘)

are zero. Therefore, we conclude

𝜔0([𝑋,𝑌], 𝑍1,… , 𝑍𝑘) = 0,

for all 𝑍1,… , 𝑍𝑘 ∈ 𝔛(𝑁), that is, [𝑋,𝑌] takes values in (𝑇𝑁)⟂,𝑘, proving that the distribution is
involutive.

If (𝑇𝑁)⟂,𝑘 ∩ 𝑇𝑁 is regular, by Frobenius’ Theorem, it determines a foliation ℱ of maximal
leaves. We have the following result.

Theorem 4.2.2 ([CIL99]). Let (𝑀,𝜔) be a multisymplectic manifold of order 𝑘, and 𝑖 ∶ 𝑁 ↪ 𝑀
be a 𝑘-coisotropic submanifold such that (𝑇𝑁)⟂,𝑘 ∩ 𝑇𝑁 is regular. Suppose that 𝑁∕ℱ admits a
smooth manifold structure such that the canonical projection

𝜋 ∶ 𝑁 → 𝑁∕ℱ

defines a submersion. Then there exists an unique multisymplectic form of order 𝑘 on𝑁∕ℱ, 𝜔𝑁 ,
that is compatible with 𝜔, that is,

𝜋∗𝜔𝑁 = 𝑖∗𝜔.

Proof. Let 𝑥 ∈ 𝑁. Notice that, since 𝜋 defines a submersion, we have the identification

𝑇[𝑥]𝑁∕ℱ = 𝑇𝑥𝑁∕ ker𝑑𝑥𝜋 = 𝑇𝑥𝑁∕(𝑇𝑥𝑁)⟂,𝑘.

Let 𝑣1,… , 𝑣𝑘+1 ∈ 𝑇𝑥𝑁. The relation 𝜋∗𝜔𝑁 = 𝑖∗𝜔 forces us to define

𝜔𝑁|[𝑥]([𝑣1],… , [𝑣𝑘+1]) ∶= 𝜔|𝑥(𝑣1,… , 𝑣𝑘+1),

proving that𝜔𝑁 is unique. It only remains to show that the previous definition does not depend
on the choice of 𝑥 and 𝑣𝑖. For the latter, first observe that if [𝑣] = 0, that is, 𝑣 ∈ (𝑇𝑥𝑁)⟂,𝑘 we
have

𝜔(𝑣, 𝑣1,… , 𝑣𝑘) = 0,
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for all 𝑣1,… , 𝑣𝑘 ∈ 𝑇𝑥𝑁. Therefore, if [𝑣𝑖] = [𝑢𝑖], for 𝑖 = 1,… , 𝑘 + 1, we have

𝜔𝑁|[𝑥]([𝑣1],… , [𝑣𝑘+1]) = 𝜔|𝑥(𝑣1,… , 𝑣𝑘+1) = 𝜔|𝑥(𝑢1, 𝑣2,… , 𝑣𝑘+1) = …
= 𝜔|𝑥(𝑢1,… , 𝑢𝑘+1) = 𝜔𝑁|[𝑥]([𝑢1],… , [𝑢𝑘+1]).

For the independence of the chosen point, given 𝑥, 𝑦 ∈ 𝑁 in the same leaf, we can find a
complete vector field 𝑋 on 𝑁 with values in (𝑇𝑁)⟂,𝑘 such that its flow satisfies

𝜙𝑋1 (𝑥) = 𝑦.

Now, denoting 𝜔0 ∶= 𝑖∗𝜔, we have

£𝑋𝜔0 = 𝜄𝑋𝑑𝜔0 + 𝑑𝜄𝑋𝜔0 = 0,

since 𝜔0 is closed and 𝜄𝑋𝜔0 = 0 (given that 𝑋 takes values in (𝑇𝑁)⟂,𝑘). This implies (𝜙𝑋1 )
∗𝜔0 =

𝜔0. In particular, given 𝑣1,… , 𝑣𝑘+1 ∈ 𝑇𝑥𝑁 we have

𝜔𝑁|[𝑥]([𝑣1],… , [𝑣𝑘+1]) = 𝜔0|𝑥(𝑣1,… , 𝑣𝑘+1) = 𝜔0|𝑦(𝑑𝑥𝜙𝑋1 ⋅ 𝑣1,… , 𝑑𝑥𝜙
𝑋
1 ⋅ 𝑣𝑘+1)

= 𝜔𝑁|[𝑦]([𝑑𝑥𝜙𝑋1 ⋅ 𝑣1],… , [𝑑𝑥𝜙
𝑋
1 ⋅ 𝑣𝑘+1]).

Since 𝑋 is tangent to ℱ, its flow 𝜙𝑋1 leaves invariant the foliation, and 𝜋◦𝜙 = 𝜋. In particular,

[𝑣𝑖] = 𝑑𝑥𝜋 ⋅ 𝑣𝑖 = 𝑑𝑦𝜋 ⋅ 𝑑𝑥𝜙 ⋅ 𝑣𝑖 = [𝑑𝑥𝜙 ⋅ 𝑣𝑖].

Finally, if 𝑣1,… , 𝑣𝑘+1 ∈ 𝑇𝑥𝑁, 𝑢1,… , 𝑢𝑘+1 ∈ 𝑇𝑦𝑁 with [𝑣𝑖] = [𝑢𝑖],

𝜔𝑁|[𝑥]([𝑣1],… , [𝑣𝑘+1]) = 𝜔0|𝑥(𝑣1,… , 𝑣𝑘+1) = 𝜔0|𝑦(𝑑𝑥𝜙𝑋1 ⋅ 𝑣1,… , 𝑑𝑥𝜙
𝑋
1 ⋅ 𝑣𝑘+1)

= 𝜔𝑁|[𝑦]([𝑑𝑥𝜙𝑋1 ⋅ 𝑣1],… , [𝑑𝑥𝜙
𝑋
1 ⋅ 𝑣𝑘+1])

= 𝜔𝑁|[𝑦]([𝑢1],… , [𝑢𝑘+1]),

proving the result.

For the projection of Lagrangian submanifolds, the second part of Theorem 4.2.1, multi-
symplectic manifolds are too general and hard to study without asking for further structures.
Indeed, we can easily find a counterexample.

Example 4.2.1 (A counterexample). Let 𝐿 = ⟨𝑙1, 𝑙2, 𝑙3⟩ be a 3-dimensional vector space and
define

𝑉 ∶= 𝐿 ⊕
2⋀
𝑉∗.

Let 𝑙1, 𝑙2, 𝑙3 be the dual basis induced on 𝐿∗ and denote

𝛼𝑖𝑗 ∶= 𝑙𝑖 ∧ 𝑙𝑗.

Then
𝑉 = ⟨𝑙1, 𝑙2, 𝑙3, 𝛼12, 𝛼13, 𝛼23⟩.
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Let 𝑙1, 𝑙2, 𝑙3, 𝛼12, 𝛼13, 𝛼23 be the dual basis. We have

Ω𝐿 = 𝛼12 ∧ 𝑙1 ∧ 𝑙2 + 𝛼13 ∧ 𝑙1 ∧ 𝑙3 + 𝛼23 ∧ 𝑙2 ∧ 𝑙3.

Define
𝑁 ∶= ⟨𝑙1 + 𝑙2, 𝑙1 + 𝛼23, 𝑙2 + 𝛼13, 𝑙3, 𝛼12⟩.

Then 𝑁 is a 2-coisotropic subspace. Indeed, a quick calcultion shows 𝑁⟂,2 = 0. This implies
that the quotient space 𝑁∕𝑁⟂,2 is (isomorphic to) 𝑁. Now, taking as the 2-Lagrangian subspace
𝐿 = ⟨𝑙1, 𝑙2, 𝑙3⟩, we have

𝐿 ∩𝑁 = ⟨𝑙1 + 𝑙2, 𝑙3⟩.

However, this does not define a 2-Lagrangian subspace of (𝑁,Ω𝐿|𝑁), since 𝛼12 ∈ (𝑁 ∩ 𝐿)⟂,2, but
𝛼12 ∉ (𝐿 ∩𝑊).

Nervertheless, we will be able to find a generalization of the previous theorem restricting
the study to a particular class, those that locally are bundles of forms, which are precisely the
multisymplectic manifolds of classical field theory [Got+04]. More particularly, we will study
coisotropic reduction in multisymplectic manifolds of type (𝑘, 𝑟).

The classical proof of the last part of Theorem 4.2.1 uses en elaborate comparison of dimen-
sions argument (see [AM08]). This argument hardly translates to multisymplectic manifolds
since, in general, the map

𝑇𝑀
♭1,→

𝑘⋀
𝑀

does not define a bundle isomorphism. However, we can prove it using the local form proved
in Section 4.1.

Given some manifold 𝐿, and a regular distribution on 𝐿, ℰ, define

𝑀 ∶=
𝑘⋀

𝑟

𝐿

endowed with its canonical multisymplectic structure. Here, the horizontal forms, are taken
with respect to ℰ. Let 𝑖 ∶ 𝑄 ↪ 𝐿 be a submanifold of dimension at least 𝑘 (for

⋀𝑘 𝑄 to be
non-zero) and take

𝑁 ∶=
𝑘⋀

𝑟

𝐿||||𝑄

the restricted bundle to 𝑄. Then, 𝑁 ↪ 𝑀 is a 𝑘-coisotropic submanifold. Indeed, under the
(non-canonical) identification

𝑇(𝑥,𝛼)𝑁 = 𝑇𝑥𝑄⊕
𝑘⋀

𝑟

𝑇∗𝑥𝐿,

for (𝑥, 𝛼) ∈ 𝑁, we have
(𝑇𝑁)⟂,𝑘 = 0⊕ ker 𝑖∗,
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where 𝑖∗ is the induced map

𝑖∗ ∶
𝑘⋀

𝑟

𝑇∗𝑥𝐿 ⊆
𝑘⋀
𝑇∗𝑥𝐿 →

𝑘⋀
𝑇∗𝑥𝑄.

We claim that the image of
⋀𝑘

𝑟 𝑇
∗
𝑥𝐿 under 𝑖∗ is

⋀𝑘
𝑟 𝑇

∗
𝑥𝑄, where the horizontal forms are taken

with respect to the subspace
ℰ̃𝑥 ∶= ℰ𝑥 ∩ 𝑇𝑥𝑄.

Indeed, it is clear that

𝑖∗
⎛
⎜
⎝

𝑘⋀

𝑟

𝑇∗𝑥𝐿
⎞
⎟
⎠
⊆

𝑘⋀

𝑟

𝑇∗𝑥𝑄,

since, if 𝑒1,… , 𝑒𝑟 ∈ ℰ̃𝑥 and 𝛼 ∈
⋀𝑘

𝑟 𝑇
∗
𝑥𝐿, we have

𝜄𝑒1∧⋯∧𝑒𝑟 𝑖
∗𝛼 = 𝑖∗(𝜄𝑒1∧⋯∧𝑒𝑟𝛼) = 0.

Now, to see the other inclusion, we take a projection

𝑝 ∶ 𝑇𝑥𝐿 → 𝑇𝑥𝑄

that satisfies 𝑝(ℰ𝑥) = ℰ̃𝑥, that is, a projection that makes the following diagram commutative

ℰ𝑥 𝑇𝑥𝐿

ℰ̃𝑥 𝑇𝑥𝑄

𝑝|ℰ𝑥 𝑝 .

Take 𝛽 ∈
⋀𝑘

𝑟 𝑇
∗
𝑥𝑄 and define 𝛼 ∈

⋀𝑘 𝑇∗𝑥𝐿 as

𝛼 ∶= 𝑝∗𝛽.

It is clear that 𝑖∗𝛼 = 𝛽. Furthermore, since 𝑝 satisfies 𝑝(ℰ𝑥) = ℰ̃𝑥, we have

𝛼 ∈
𝑘⋀

𝑟

𝑇∗𝑥𝐿,

proving that

𝑖∗
⎛
⎜
⎝

𝑘⋀

𝑟

𝑇∗𝑥𝐿
⎞
⎟
⎠
=

𝑘⋀

𝑟

𝑇∗𝑥𝑄.

In particular, when ℰ∩𝑇𝑄 has constant rank, so does2 (𝑇𝑁)⟂,𝑘, and we have that the maximal
integral leaf of this distribution that contains (𝑥, 0) is

ker 𝑖∗|{𝑥} = {(𝑥, 𝛼) ∶ 𝛼 ∈ ker 𝑖∗, 𝛼 ∈
𝑘⋀

𝑟

𝑇∗𝑥𝐿}.

2because rank(𝑇𝑁)⟂,𝑘 = rank ker 𝑖∗ = rank
⋀𝑘

𝑟 𝐿 − rank
⋀𝑘

𝑟 𝑄
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These leaves define a vector subbundle

ker 𝑖∗
⋀𝑘

𝑟 𝐿
||||𝑄

𝑄

.

By the previous considerations, these bundles fit in a short exact sequence

0 ker 𝑖∗
⋀𝑘

𝑟 𝐿
⋀𝑘

𝑟 𝑄 0𝑖∗ .

Therefore, we may indentify

𝑁∕ℱ =
𝑘⋀

𝑟

𝑄,

where the horizontal forms are taken with respect to ℰ̃ = ℰ ∩ 𝑇𝑄 (which we are assuming to
have constant rank). A rutinary check shows that the multisymplectic structure induced from
Theorem 4.2.2 is none other than the canonical multisymplectic structure on

⋀𝑘
𝑟 𝑄.

Now, let us study the projection of Lagrangian submanifolds. An important class of 𝑘-
Lagrangian submanifolds in

⋀𝑘
𝑟 𝐿 are given by closed forms (Proposition 2.2.1)

𝛼 ∶ 𝐿 →
𝑘⋀

𝑟

𝐿.

We have the following diagram

𝐿
⋀𝑘

𝑟 𝐿 = 𝑀

𝑄
⋀𝑘

𝑟 𝐿
||||𝑄 = 𝑁

⋀𝑘
𝑟 𝑄 = 𝑁∕ℱ

𝛼

𝛼|𝑄

𝑖∗=𝜋

𝑖∗𝛼

.

It is clear that the projection of 𝛼(𝐿) ∩𝑁 onto 𝑁∕ℱ =
⋀𝑘

𝑟 𝑄 is exactly the image of

𝑖∗𝛼 ∶ 𝑄 →
𝑘⋀

𝑟

𝑄.

Since 𝛼 is closed, so is 𝑖∗𝛼, proving that in this local form, 𝑘-Lagrangian submanifolds com-
plementary to the vertical distribution𝒲 reduce to 𝑘-Lagrangian submanifolds. Therefore,
using Theorem 4.1.3 we have the main result of this section:
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Theorem 4.2.3. Let (𝑀,𝜔,𝒲,ℰ) be a multisymplectic manifold of type (𝑘, 𝑟), 𝑖 ∶ 𝑁 ↪ 𝑀 a
𝑘-coisotropic submanifold satisfying

𝒲||||𝑁 ⊆ 𝑇𝑁,

and 𝑗 ∶ 𝐿 ↪ 𝑀 a 𝑘-Lagrangian submanifold complementary to𝒲. Suppose that 𝑁∕ℱ admits
a smooth manifold strcuture such that 𝜋 ∶ 𝑁 → 𝑁∕ℱ defines a submersion, where ℱ is the
foliation associated to (𝑇𝑁)⟂,𝑘 (see Theorem 4.2.2), and that

ℰ||||𝑁 ∩
(
𝑇𝑁∕𝒲||||𝑁

)

has constant rank. Then, if 𝜋(𝐿 ∩𝑁) is a submanifold, it is 𝑘-Lagrangian .
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Conclusions

In this text we have analysed the role that Lagrangian and coisotropic submanifolds play in
multisymplectic geometry, with the intention of extending as far as possible the well-known
results in symplectic geometry. When dealing with forms of degree higher than 2, we have
seen that there are different complements to a submanifold, which enriches the geometry but
at the same time makes it more complex. One of the first results obtained is the interpretation
of Lagrangian submanifolds as possible dynamics in Chapter 3, as well as the introduction of a
graded bracket algebra. This makes it possible to deal with currents and conserved quantities.
The main result of the paper is a coisotropic reduction theorem (Chapter 4) which we hope
will be useful in applications to multisymplectic field theory.

In future work we have proposed the following objectives:

1. Apply the results obtained in the current paper to multisymplectic field theories.

2. Since some field theories are singular, we would like to develop a regularization method
as in the case of singular Lagrangian dynamics (see [IM95]); previously, we have to prove
a coisotropic embedding theorem á la Gotay [Got82; SZ17] in the context of multisym-
plectic geometry.

3. Develop the covariant approach through a space-time decomposition, and interpret the
coisotropic reduction in the corresponding infinite dimensional setting.

4. Extend the results to the realm of multicontact geometry (see [Leó+23]).
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Appendix A

A crash course on Symplectic Geometry

For a more in depth treatment of symplectic geometry and its connection to classical mechan-
ics we refer to [AM08; Arn78].

A.1 Symplectic vector spaces
Definition A.1.1 (Symplectic vector space). A symplectic vector space is a pair (𝑉,𝜔),
where 𝑉 is a 2𝑛-dimensional vector space, and 𝜔 is a non-degenerate 2-form on 𝑉, where
non-degeneracy means that the map

𝑉 → 𝑉∗; 𝑣 ↦ 𝜄𝑣𝜔

defines a linear isomorphism.

Notice that the requirement for 𝑉 to be even-dimensional is necessary, since an antisym-
metric map has even rank.

Definition A.1.2 (Symplectomorhism). Let (𝑉1, 𝜔1), (𝑉2, 𝜔2) be symplectic vector spaces. A
symplectomorphism is a linear map

𝑓 ∶ 𝑉1 → 𝑉2

satisfying
𝑓∗𝜔2 = 𝜔1.

Definition A.1.3. Orthogonal Let (𝑉,𝜔) be a symplectic vector space and𝑊 ⊆ 𝑉 a subspace.
Define the symplectic orthogonal of𝑊 as

𝑊⟂ ∶= {𝑣 ∈ 𝑉 ∶ 𝜄𝑣𝜔|𝑊 = 0}.

Since ♭ ∶ 𝑉 → 𝑉∗ defines a linear isomorphism and

𝑊⟂ = ker 𝑖∗◦♭,

where 𝑖∗ ∶ 𝑉∗ →𝑊∗ denotes the restriction of linear forms, we have

dim𝑊⟂ = 2𝑛 − dim𝑊.
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Definition A.1.4. A subspace𝑊 of a symplectic vector space is called

(i) isotropic, if𝑊 ⊆ 𝑊⟂;

(ii) coisotropic, if𝑊⟂ ⊆ 𝑊;

(iii) Lagrangian, if𝑊⟂ =𝑊;

(iv) symplectic, if𝑊 ∩𝑊⟂ = 0.

Remark A.1.1. Notice that the equality dim𝑊 + dim𝑊⟂ = 2𝑛 imply that for isotropic𝑊,
dim𝑊 ≤ 𝑛; for coisotropic𝑊, dim𝑊 ≥ 𝑛; and for Lagrangian𝑊, dim𝑊 = 𝑛. In particular,
Lagrangian subspace are minimally coisotropic and maximally isotropic.

One would like to characterize symplectic vector spaces up to the notion of isomorphism
defined above. Fortunately, there is an unique vector space for each dimension:

Proposition A.1.1. Let (𝑉,𝜔) be a symplectic manifold of dimension 2𝑛. Then, there exists a
basis (𝑥1,… , 𝑥𝑛, 𝑦1,… , 𝑦𝑛) such that

𝜔 = 𝑥𝑖 ∧ 𝑦𝑖,

where 𝑥1,… , 𝑥𝑛, 𝑦1,… , 𝑦𝑛 denotes the dual basis.

Proof. Fix an arbitrary vector 𝑥1 ∈ 𝑉. Then, since𝜔 is non-degenerate, there is a vector 𝑦1 ∈ 𝑉
such that

𝜔(𝑥1, 𝑦1) = 1.

Let
𝑊 ∶= ⟨𝑥1, 𝑦1⟩.

It is easy to see that𝑊⟂ ∩𝑊 = 0 and, therefore,

𝑊⊕𝑊⟂ = 𝑉.

Iterating this argument on𝑊⟂ and so on, we obtain the result.

As a corollary, every symplectic vector space is characterized by its dimension.

A.2 Symplectic manifolds
Definition A.2.1 (Symplectic manifold). A symplectic manifold is a pair (𝑀,𝜔), where𝑀
is a manifold and 𝜔 ∈ Ω2(𝑀) is a closed, non-degenerate 2-form.

The definitions of isotorpic, coisotropic, Lagrangian, sympelctic extend naturally to sub-
manifolds as follows:

Definition A.2.2. A submanifold 𝑖 ∶ 𝑁 ↪ 𝑀 is called isotropic (re. coisotropic, Lagrangian,
symplectic) if 𝑇𝑞𝑁 ⊆ 𝑇𝑞𝑀 is isotropic (res. coisotropic, Lagrangian, symplectic), for every
𝑞 ∈ 𝑁.
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Observation A.2.1. Notice that every symplectic manifold is necessarily even dimensional,
since its tanget space should be.

The isomorphism between symplectic manifolds is given as follows:

Definition A.2.3 (Symplectomorphism). A symplectomorphism between two symplectic
manifolds (𝑀,𝜔1), (𝑀,𝜔2) is a diffeomorphism 𝑓 ∶ 𝑀1 → 𝑀2 satisfying

𝑓∗𝜔2 = 𝜔1.

ExampleA.2.1 (The cotangent bundle). Themain example of symplecticmanifolds is the phase
space of amechanical system. More specifically, let𝑄 be amanifold (which usually represents the
configuration space of a mechanical system). Then the phase space is 𝑇∗𝑄, the cotangent bundle.
In 𝑇∗𝑄 there is a tautological 1-form, the Liouville 1-form defined as

𝜃𝑄
||||𝛼(𝑣) ∶= 𝛼(𝜋∗𝑣),

where 𝛼 ∈ 𝑇∗𝑄, 𝑣 ∈ 𝑇𝛼𝑇∗𝑄, and 𝜋 ∶ 𝑇∗𝑄 → 𝑄 denotes the canonical proyection. In canonical
coordinates (𝑞𝑖, 𝑝𝑖),

𝜃𝑄 = 𝑝𝑖𝑑𝑞𝑖,

where we are making use of the Einstein sumation convention, which will be used throughout the
rest of the text. If we define

𝜔𝑄 ∶= −𝑑𝜃𝑄 = 𝑑𝑞𝑖 ∧ 𝑑𝑝𝑖,

(𝑇∗𝑄,𝜔) is a symplectic manifold.

Proposition A.2.1. For every 1-form 𝛼 ∶ 𝑄 → 𝑇∗ we have

𝛼∗𝜃𝑄 = 𝛼, 𝛼∗𝜔𝑄 = −𝑑𝛼,

and 𝜃𝑄, 𝜔𝑄 are the unique forms satisfying this.

Proof. Since 𝜔𝑄 = −𝑑𝜃𝑄, it is enough to prove 𝛼𝜃𝑄 = 𝛼. Indeed, let 𝑥 ∈ 𝑄 and 𝑣 ∈ 𝑇𝑥𝑄, then

⟨(𝛼∗𝜃𝑄)𝑥, 𝑣⟩ = ⟨𝜃𝑄|𝛼𝑥 , 𝛼∗𝑣⟩ = 𝛼𝑥(𝜋∗𝛼∗𝑣) = 𝛼𝑥(𝑣).

Uniqueness is easily checked in coordinates or using Lemma 3.3.1.

Example A.2.1 is The example of symplectic manifolds, in the sense that every symplectic
manifold is locally symplectomorphic to a cotangent bundle.

Theorem A.2.1 (Darboux Theorem). Let (𝑀,𝜔) be a symplectic manifold, and let 𝑥 ∈ 𝑀.
Then there exists a neighborhood 𝑈 of 𝑥 in 𝑀, a manifold 𝑄, an open subset 𝑉 ⊂ 𝑇∗𝑄, and a
symplectomorphism 𝑓 ∶ 𝑈 → 𝑉.

Observation A.2.2. Given a symplectic manifold (𝑀,𝜔), Theorem A.2.1 together with the
local expression of 𝜔𝑄 in Example A.2.1 imply that around any point we can find coordinates
(𝑞𝑖, 𝑝𝑖) such that

𝜔 = 𝑑𝑞𝑖 ∧ 𝑑𝑝𝑖.

These type of coordinates are called Darboux coordinates.

62



A.3 Hamiltonian vector fields
As we have mentioned, symplectic manifolds give a geometric framework to Classical Me-
chanics. In this formalism, dynamics are modeled by Hamiltonian vector fields, which we
define below.

Definition A.3.1 (Hamiltonian vector field). Let (𝑀,𝜔) be a symplectic manifold and 𝐻 ∈
𝐶∞(𝑀) be a function, which will be called the Hamiltonian. Then, the vector field𝑋𝐻 ∈ 𝔛(𝑀)
satisfying

𝜄𝑋𝐻𝜔 = 𝑑𝐻

will be called the Hamiltonian vector field of𝐻.

Observation A.3.1. Notice that a vector field 𝑋 ∈ 𝔛(𝑀) is a Hamiltonian vector field if and
only if 𝜄𝑋𝜔 is exact. If it were closed, 𝑋 is called locally Hamiltonian.

Observation A.3.2. In Darboux coordinates, Hamiltonian vector fields have the expression

𝑋𝐻 = 𝜕𝐻
𝜕𝑝𝑖

𝜕
𝜕𝑞𝑖

− 𝜕𝐻
𝜕𝑞𝑖

𝜕
𝜕𝑝𝑖

.

Notice that the equations of motion 𝑋𝐻 defines are

�̇�𝑖 = 𝜕𝐻
𝜕𝑝𝑖

,

�̇�𝑖 =
𝜕𝐻
𝜕𝑞𝑖

,

which are Hamilton’s equations of motion.

AHamiltonian flow,meaning the flowof aHamiltonian vector field satisfyies the following
propoerties:

TheoremA.3.1 (Liouville). Denote by𝜑𝑡 the flowof aHamiltonian vector field𝑋𝐻 . Then,𝜑∗𝑡𝜔 =
𝜔, for every 𝑡. In particular, it preserves the sympelctic volume form 𝜔𝑛.

Proof. Indeed,
£𝑋𝐻𝜔 = 𝑑𝜄𝑋𝐻𝜔 = 𝑑2𝐻 = 0.

Theorem A.3.2 (Conservation of Energy). 𝐻 is constant along the integral curves of 𝑋𝐻 .

Proof. It follows from the equality

𝑋𝐻(𝐻) = 𝜔(𝑋𝐻, 𝑋𝐻) = 0.
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A.4 The Poisson bracket
Definition A.4.1 (Poisson bracket). Given a symplectic manifold (𝑀,𝜔) and two functions
𝑓, 𝑔 ∈ 𝐶∞(𝑀), define the Poisson bracket as

{𝑓, 𝑔} ∶= 𝜔(𝑋𝑓, 𝑋𝑔).

Proposition A.4.1. We have
[𝑋𝑓, 𝑋𝑔] = −𝑋{𝑓,𝑔}.

Proof. If follows from
𝜄[𝑋𝑓 ,𝑋𝑔]𝜔 = £𝑋𝑓 𝜄𝑋𝑔𝜔 − 𝜄𝑋𝑔£𝑋𝑓𝜔 = −{𝑓, 𝑔}.

Proposition A.4.2. The Poisson bracket defines a Lie algebra structure on 𝐶∞(𝑀).

Proof. It suffies to prove that the Jacobi identity holds. Indeed, for 𝑓, 𝑔, ℎ ∈ 𝐶∞(𝑀), we have

0 = (𝑑𝜔)(𝑋𝑓, 𝑋𝑔, 𝑋ℎ) = 2 ({{𝑓, 𝑔}, ℎ} + cycl.) ,

where we have used the formula

(𝑑𝛼)(𝑋1,… , 𝑋𝑟+1) =
𝑟+1∑

𝑖=1

(−1)𝑖+1𝑋𝑖(𝛼(𝑋1,… , �̂�𝑖,… , 𝑋𝑟+1))

+
∑

𝑖<𝑗

(−1)𝑖+𝑗𝛼([𝑋𝑖, 𝑋𝑗], 𝑋1,… , �̂�𝑖,… , �̂�𝑗,… , 𝑋𝑟+1),

for 𝛼 ∈ Ω𝑟(𝑀), and the previous proposition.

Proposition A.4.3. A submanifold 𝑖 ∶ 𝑁 ↪ 𝑀 is coisotropic if and only if, for every couple of
functions 𝑓, 𝑔 (locally) constant on𝑁, {𝑓, 𝑔} vanishes on𝑁.

Proof. We can prove it locally. Therefore, we can assume that 𝑁 = {𝜙𝛼 = 0}, for certain
functionally independent functions Φ𝛼. Then, 𝑁 is coisotropic if and only if

(𝑇𝑁)⟂ = ⟨𝑋Φ𝛽⟩ ⊆ 𝑇𝑁 =
⋂

𝛼

ker𝑑Φ𝛼,

that is, if and only if
0 = 𝑑Φ𝛼 ⋅ 𝑋Φ𝛽 = {Φ𝛼,Φ𝛽},

for every 𝛼, 𝛽. Since every function 𝑓 that is constant on 𝑁 can be expressed as

𝑓 = 𝑓𝛼Φ𝛼 + 𝐶,

for some functions 𝑓𝛼 and 𝐶 ∈ ℝ, it follows that {Φ𝛼,Φ𝛽} = 0 is equivalent to what we wanted
to prove.
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Appendix B

The first Jet Bundle

In this appendix we formally secify what we mean by the firt Jet Bundle and we define the
vector valued form 𝑆𝜔 used in Chapter 1. For a more in-depth treatment of Jet Bundles, we
refer to [Sau89].

B.1 The formal definition
Let 𝜋 ∶ 𝑌 → 𝑋 be a fibered manifold.

Definition B.1.1. Define an equivalence relation on the set of local sections as follows. Let
𝜙 ∶ 𝑈 → 𝑌, 𝜓 ∶ 𝑉 → 𝑌 be local sections, where 𝑈,𝑉 are open subsets of 𝑋. For 𝑥 ∈ 𝑈 ∩ 𝑉,
we write

𝜙 ∼𝑥 𝜓,
if 𝜙(𝑥) = 𝜓(𝑥) and 𝑑𝑥𝜙 = 𝑑𝑥𝜓. Denote by

𝑗1𝑥𝜙

the equivalence class of 𝜙modulo the relation ∼𝑥 .

Definition B.1.2 (The first Jet Bundle). The first Jet Bundle (as a set) is

𝐽1𝜋 ∶= {𝑗1𝑥𝜙 ∶ 𝜙 local section of 𝜋}.

We can endow this set with an smooth manifold structure with the following atlas. For
each set of fibered coordintes on 𝜋 ∶ 𝑌 → 𝑋, (𝑥𝜇, 𝑦𝑖) defined on an open set 𝑈 of ℝ𝑛+𝑚

(dim𝑋 = 𝑛, dim𝑌 = 𝑚), define the map

𝑋 ∶ 𝑈 ×ℝ𝑛𝑚 → 𝐽1𝜋

as
𝑋(𝑥𝜇, 𝑦𝑖, 𝑧𝑖𝜇) ∶= 𝑗1𝑥𝜙,

where 𝜙 is the local section (defined in coordinates)

𝜙𝑖 = 𝑧𝑖𝜇𝑥𝜇,

and 𝑥 ∈ 𝑋 is the point represented by the coordinates (𝑥𝜇). Denote by 𝒜 the atlas defined by
the previous maps.
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Proposition B.1.1. 𝒜 is a smooth atlas and, thus, 𝐽1𝜋 is a (𝑛 +𝑚 + 𝑛𝑚)−dimensional smooth
manifold.

Proof. Let (𝑥𝜇, 𝑦𝑖), (𝑥𝜈, 𝑦𝑗) be fibered coordinates defined on the same open subset of𝑌. Denote
by (𝑥𝜇, 𝑦𝑖, 𝑧𝑖𝜇), (𝑥𝜈, 𝑦𝑗, 𝑧

𝑗
𝜈) the induced maps on 𝐽1𝜋, respectively. The first set of coordinates

asigns the section 𝜙𝑖 = 𝑧𝑖𝜇𝑥𝜇. Now, expressing this section locally in the second set of coordi-
nates 𝜙𝑗 ∶= 𝑦𝑗◦𝜙, we have

𝜕𝜙𝑗

𝜕𝑥𝜈
=
𝜕𝑦𝑗

𝜕𝑥𝜇
𝜕𝑥𝜇

𝜕𝑥𝜈
+
𝜕𝑦𝑗

𝜕𝑦𝑖
𝜕𝜙𝑖

𝜕𝑥𝜇
𝜕𝑥𝜇

𝜕𝑥𝜈

and, therefore, the change of coordinates is

𝑧𝑗𝜈 =
𝜕𝑦𝑗

𝜕𝑥𝜇
𝜕𝑥𝜇

𝜕𝑥𝜈
+
𝜕𝑦𝑗

𝜕𝑦𝑖
𝜕𝑥𝜇

𝜕𝑥𝜈
𝑧𝑖𝜇,

which is differentiable. Repeating the same argument we show that inverse change of coordi-
nates is also differentiable and thus, 𝒜 is a smooth atlas.

Writing the previous change of coordinates as

𝑧𝑗𝜈 = 𝑎𝑗𝜈 + 𝑏𝑗𝜇𝜈𝑖 𝑧
𝑖
𝜇,

we notice that this endows 𝐽1𝜋 with an affine bundle structure over 𝑌. Intrinsically, for each
𝑦 ∈ 𝑌, we can identify each 𝑗1𝑥𝜙 satisfying 𝜙(𝑥) = 𝑦 with the section of 𝑑𝑦𝜋,

𝑑𝑥𝜙 ∶ 𝑇𝑥𝑋 → 𝑇𝑦𝑌.

Therefore, any couple of elements 𝑗1𝑥𝜙, 𝑗1𝑥𝜓 ∈ 𝐽1𝜋 with 𝜙(𝑥) = 𝜓(𝑥) = 𝑦 define a map

𝑑𝑥𝜙 − 𝑑𝑥𝜓 ∶ 𝑇𝑥𝑋 → ker𝑑𝑦𝜋

or, equivalently, an element of

𝑑𝑥𝜙 − 𝑑𝑥𝜓 ∈ 𝑇∗𝑥𝑋 ⊗ ker𝑑𝑦𝜋.

It is easy to see that this defines an affine structure on 𝐽1𝑦𝜋 (here 𝐽1𝑦𝜋 denotes the 𝑦-fiber) mod-
eled on the vector space 𝑇∗𝑥𝑋⊗ker𝑑𝑦𝜋. Extending this construction globally, we conclude that
𝐽1𝜋 → 𝑌 is an affine bundle modeled on the vector bundle

𝜋∗ (𝑇∗𝑋)⊗ ker𝑑𝜋 → 𝑌.

B.2 The vertical lift
We can use the affine structure defined on 𝐽1𝜋 → 𝑌 to define a “lift” as follows.

Notice that we can identify the vertical subspace of 𝑇𝑗1𝑥𝜙𝐽
1𝜋 with

𝒱𝑗1𝑥𝜙 = 𝑇∗𝑥𝑋 ⊗ ker𝑑𝜙(𝑥)𝜋.
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Therefore, if we fix a point 𝑗1𝑥𝜙 ∈ 𝐽1𝜋, we can assign to each element 𝑇∗𝑥𝑋 ⊗ ker𝑑𝜙(𝑥)𝜋 a
vertical vector. In coordinates, this takes the expression

𝑑𝑥𝜇 ⊗ 𝜕
𝜕𝑦𝑖

↦ 𝜕
𝜕𝑧𝑖𝜇

which we can express alternatively as

𝜕
𝜕𝑥𝜇

⊗ 𝑑𝑦𝑖 ⊗ 𝜕
𝜕𝑧𝑖𝜇

.

Notice that this does not defines a global tensor on 𝐽1𝜋. To obtain a global tensor, hopefully (we
will shortly see that there is no obvious way of defining it) of type (2, 1), given 𝑗1𝑥𝜙, we need a
canonical way of obtaining a form in 𝑇∗𝑥𝑋 and a vector in ker𝑑𝑦𝜋 from a form and a vector in
𝑇∗𝑗1𝜙𝐽

1𝜋 and 𝑇𝑗1𝜙𝐽1𝜋, respectively. Since we cannot project a form onto 𝑇∗𝑥𝑋 (this is the main
issue), let us focus on obtaning a vector in ker𝑑𝑦𝜋.

A vector 𝜉 ∈ 𝑇𝑗1𝑥𝜙𝐽
1𝜋 projects onto a vector 𝜋∗𝜉 ∈ 𝑇𝑦𝑌. How can we obtain an element of

ker𝑑𝑦𝜋? To do so, we need a decomposition

𝑇𝑦𝑌 = ker𝑑𝑦𝜋 ⊕𝐻.

Usually, there is no canonical way of obtaining 𝐻 but, since we have 𝑗1𝑥𝜙 fixed, we might as
well define

𝐻 ∶= 𝑑𝑥𝜙 (𝑇𝑥𝑋) .

In coordinates,
ker𝑑𝑦𝜋 =

⟨ 𝜕
𝜕𝑦𝑖

⟩
, 𝐻 =

⟨ 𝜕
𝜕𝑥𝜈

+ 𝑧𝑖𝜈
𝜕
𝜕𝑦𝑖

⟩
.

Now, we have a well defined element of ker𝑑𝑦𝜋, the projection of 𝜋∗𝜉 under the previopus
decompositon. Locally, this map is

(𝑑𝑦𝑖 − 𝑧𝑖𝜈𝑑𝑥𝜈)⊗
𝜕
𝜕𝑦𝑖

.

Since we cannot obtain an element 𝛼 ∈ 𝑇∗𝑥𝑋, if we fix 𝛼 ∈ Ω1(𝑋),

𝛼 = 𝛼𝜇 ⊗ 𝑑𝑥𝜇,

then we get a well-defined tensor

𝛼𝜇(𝑑𝑦𝑖 − 𝑧𝑖𝜈𝑑𝑥𝜈)⊗
𝜕
𝜕𝑧𝑖𝜇

.

An alternative way of obtaining a 1-form on 𝑋 is via a volume form 𝜔 on 𝑋. Identifying 𝜔
with its pull-back to 𝐽1𝜋, each set of 𝑛 − 1 vectors 𝜉1,… , 𝜉𝑛−1 ∈ 𝑇𝑗1𝑥𝜙𝐽

1𝜋 (𝑛 = dim𝑋) defines a
semi-basic form 𝜄𝜉1∧⋯∧𝜉𝑛−1𝜔which is the pull-back of certain form (which we denote the same)
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𝜄𝜉1∧⋯∧𝜉𝑛−1𝜔 ∈ 𝑇∗𝑥𝑋. Coupling this with the above tensor and changing the ordering, we obtain
a tensor with the expression

𝑆𝜔 = (𝑑𝑦𝑖 − 𝑧𝑖𝜈)⊗ 𝑑𝑛−1𝑥𝜇 ⊗
𝜕
𝜕𝑧𝑖𝜇

,

where 𝑥𝜇 are coordinates on 𝑋 satisfying 𝜔 = 𝑑𝑛𝑥. For applications, it is more interesting to
have a vector valued 𝑛-form and, therefore, we define the vertical lift as the atisymmetriza-
tion of 𝑆𝜔, which locally reads

𝑆𝜔 = (𝑑𝑦𝑖 − 𝑧𝑖𝜈) ∧ 𝑑𝑛−1𝑥𝜇 ⊗
𝜕
𝜕𝑧𝑖𝜇

.
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